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Those very people who, as Christians, believe in
the Creator Spirit become aware of the fact that we
cannot use and abuse the world and matter merely
as material for our actions and desires; that we
must consider creation a gift that has not been
given to us to be destroyed, but to become God’s
garden, hence, a garden for men and women. In the
face of the many forms of abuse of the earth that
we see today, let us listen, as it were, to the groan-
ing of creation of which St Paul speaks (Rom 8: 22);
let us begin by understanding the Apostle’s words,
that creation waits with impatience for the revela-
tion that we are children of God, to be set free from
bondage and obtain his splendour. (…)

Thus, we have discovered an initial answer to
the question as to what the Holy Spirit is, what he
does and how we can recognize him. He comes to
meet us through creation and its beauty. However,
in the course of human history, a thick layer of dirt
has covered God’s good creation, which makes it
difficult if not impossible to perceive in it the
Creator’s reflection, although the knowledge of the
Creator’s existence is reawakened within us ever
anew, as it were, spontaneously, at the sight of a
sunset over the sea, on an excursion to the moun-
tains or before a flower that has just bloomed. (…)

True freedom is demonstrated in responsibility,
in a way of behaving in which one takes upon one-
self a shared responsibility for the world, for one-
self and for others. The son, to whom things belong
and who, consequently, does not let them be
destroyed, is free. (…)

The Holy Spirit, on the other hand, makes us
sons and daughters of God. He involves us in the
same responsibility that God has for his world, for
the whole of humanity. He teaches us to look at the
world, others and ourselves with God’s eyes. We do
not do good as slaves who are not free to act other-
wise, but we do it because we are personally
responsible for the world; because we love truth
and goodness, because we love God himself and
therefore, also his creatures.

(Pope Benedict XVI, Homily during the Vigil of
Pentecost, 3 June 2006)
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OVERVIEW

‘The workshop will have as its goal to identify the connections and
feedbacks by which the various aspects of Global Change can affect
human health (with a focus on infectious disease), and the potential
mechanisms by which disease events may influence the biogeophysical
environment.

As humanity is entering the 21st century, three issues related to our
well-being figure prominently in the public concern: Socio-economic
development, adverse changes in the environment, and human and ani-
mal health. Each of these issues is written about in the media, each has
a community of scientists researching and discussing it, and each is the
subject of national and international political activity. Yet, while they
have usually been discussed as separate issues, they are really compo-
nents of a coupled system.

The workshop has as its central purpose to analyze the feedbacks
and interactions between the three components of this system. The
challenge will be to hypothesize on so far unsuspected links between
the three components’.

Prof. PAUL J. CRUTZEN



INTRODUCTION

The Pontifical Academy of Sciences is sponsoring a workshop on
‘Interactions between Global Change and Human Health’, which will take
place 31 October - 2 November 2004. This workshop will have as its goal to
identify the connections and feedbacks by which the various aspects of Global
Change can affect human health (with a focus on infectious disease), and the
potential mechanisms by which disease events may influence the biogeophys-
ical environment. 

Workshop Goals

As humanity is entering the 21st century, three issues related to our
well-being figure prominently in the public concern: Socio-economic devel-
opment, adverse changes in the environment, and human and animal
health. Each of these issues is written about in the media, each has a com-
munity of scientists researching and discussing it, and each is the subject
of national and international political activity. Yet, while they have usually
been discussed as separate issues, they are really components of a coupled
system. The workshop has as its central purpose to analyze the feedbacks
and interactions between the three components of this system:

The challenge will be to hypothesize on so far unsuspected links
between the three components. For this purpose, the workshop will bring
together experts from the three fields, carefully chosen not only for their
knowledge in their own field, but also for their ability to look across bound-
aries of scientific disciplines and communities. 

Socio-economics
Bio/geophysical

changes
Diseases
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Developments in Socio-economics, Health and Environment

Socio-economic Development. It is widely acknowledged that sustain-
able socio-economic development is the shortest way for the promotion of
well-being and good health. Such development is characterized by a
healthy economy and low inflation, full employment and high incomes,
efficient social security and assistance, good educational systems, adequate
public infrastructure, increased material production and access to goods,
and political freedom and stability. (Furthermore, a comprehensive
approach to sustainable development requires that these social changes
occur within the constraints of the biosphere – i.e., are in accord with the
criteria of ecological sustainability). However, at the global level, this
process has been an uneven achievement, and major inequalities are per-
sisting and even increasing among regions and countries. Various factors
resulting from social development (advances in medical technology,
increased health awareness and efficient transmission of data and informa-
tion, large-scale industrial production, and the expansion of health and
humanitarian care) are available globally, at least in principle, and should
enhance disease control. In reality, however, these factors have actually nei-
ther prevented the spread nor mitigated the impacts of infectious diseases
worldwide. Not only the poor countries are vulnerable to the emerging/
resurging infections, but several infectious processes have emerged or
have spread uncontrolled in developed countries: SARS; AIDS; West Nile
Virus; Lyme disease; hantavirus pulmonary syndrome; hemolytic-uremic
syndrome (E. coli H7O157) and methicillin-resistent Staphylococcus
aureus. This is a clear indication that the interactions of factors other
than those usually associated with poverty also play an important role in
this process.

Human Health. Although infectious and parasitic diseases have been
part of human life for thousands of years, as the paleopathological records
have shown, the current rates of their emergence and spread and the mag-
nitude of their impacts are unprecedented in history. At least 30 infectious
agents either became known as new human pathogens and/or have
increased globally in the past 25 years. Humans are spreading into the last
corners of the tropical forest, where they are encountering diseases for
which they have not evolved resistance. Existing national and internation-
al surveillance systems and control programs were not able to detect the
emergence of new diseases quickly enough to prevent their spread. There is
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evidence that this threatening prospect arises from a complex association
of phenomena of different types: increasing population densities and
mobility; rapid and long-distance trade; decreased biological resistance of
the human host (psychological stress; malnutrition; chronic diseases and
ageing; drugs); failure of public health systems; fast technological change;
feeding habits; large scale environmental modifications, and genetic
changes in microorganisms, to name but a few.

Global (Bio/geophysical) Change has in the public discussion been used
almost synonymously with Climate Change. The issue is much broader,
however. Over the past two centuries, the tremendous growth of the human
population and the high resource demand of technologically developed
societies have made humanity a geochemical and geophysical force, able to
compete with Nature’s forces and to threaten the functioning of the Earth
System. Human activities are changing the composition of the biosphere,
atmosphere and hydrosphere, are affecting global climate, and may even
perturb the main circulation patterns of the Ocean. Because of the numer-
ous feedbacks and teleconnections in the Earth System, the changes result-
ing from such perturbations are likely to be non-linear and may contain
abrupt discontinuities. Examples are sudden changes in atmospheric com-
position (e.g., the Ozone Hole), the collapse of the Amazon forest, or the
breakdown of the Gulf-Stream circulation in the North Atlantic.

Examples of Linkages Between the Three Components

Diseases can cause massive disruptions in human societies. History is
full of examples: syphilis, malaria, plague, cholera, Spanish influenza,
tuberculosis, and AIDS are among the most well known. Others loom on
the horizon: dengue fever, Ebola, Hantavirus, west Nile fever, SARS, etc. In
many instances, disease outbreaks have destroyed societies to the point
where they were not able to recover. In a less globally-connected world,
such effects were more or less regionally contained and could not spread
globally. Nowadays, in a contiguous worldwide human population with
high connectivities and few barriers to transmission, infectious agents can
move about quickly. At the same time, socio-economic effects can propa-
gate worldwide in a very short time.

Disease outbreaks do not arrive out of nowhere – in most cases agents
and vectors have already been present, but specific environmental condi-
tions and social-environmental characteristics were required before an epi-
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demic or pandemic could occur. Often these are suggestive, but hard to pin
down. Was the socioeconomic disruption and movement of people in
World War I a prerequisite for the 1918 Spanish Flu pandemic that is
thought to have cost 20-40 million lives worldwide? What were the linkages
between trade and plague, travel and SARS? High population densities in
close contact with animal reservoirs of infectious disease make possible the
rapid exchange of genetic material. Malnutrition is of epidemic proportions
in many developing countries, providing large immune-compromised pop-
ulations that diseases can spread into very rapidly. Climate change may
play a similar role: Warmer and wetter climate conditions may facilitate the
spread of diseases, such as malaria and dengue fever. 

What is the nature and importance of the environmental impacts asso-
ciated with large-scale disease outbreaks? Human activity and the global
environment have become inseparable, and consequently the future of the
bio/geophysical Earth System is dependent on human stewardship.
Conversely, the human economy and society is totally dependent on the
functioning of the life support systems of the Planet to provide clean air and
water, nutrition, a stable climate, etc. What would be the consequences of
the economic losses, changes in human behavior, abrupt demographic
change, etc. for the way humanity manages its environment? How would
this influence climate change scenarios?

At present, we are already witnessing one way in which human health
issues affect climate change: the concern about the health effects of pollu-
tion aerosols from power plants etc. is leading to much more efforts to con-
trol emissions than had been anticipated. Since these aerosols would have
a cooling effect on climate, such emission reductions may lead to acceler-
ated climate warming over the next century.

While the interactions between infectious disease and climate change
will be the focus of this workshop, we should not fail to mention that cli-
mate change, and especially the extreme climate events associated with it,
are already taking a toll in human lives, as exemplified in the substantial
number of excess deaths associated with the extreme heat period in Europe
during the summer of 2003.

Looking into the Future

Scientists in socioeconomics, health, environmental and climate science
have all evolved scenarios for the future. In some cases they have been com-
bined, such as in the climate change scenarios of the Intergovernmental
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Panel of Climate Change. Many potential scenario parameters and feedback
loops are, however, missing. 

What are the prospects for the occurrence of large disease events now
and in the near future? New diseases are showing up all the time, and old
ones may be staging a comeback. Do we know enough about influenza and
its socioeconomic drivers to anticipate a recurrence of the 1918 flu epidem-
ic, with the potential of tens of millions of fatalities? Is society better pre-
pared if such an outbreak occurs? Medical science may be more advanced
now than in 1918, but what would be the chances to deliver its benefits to
6 billion people fast enough? 

Socioeconomic behavior is as much driven by perception and psychol-
ogy as by ‘hard facts’. The perception of an impending pandemic may lead
to rapid economic collapse in a world economy dependent on fast global
exchange of goods and services – see the recent economic effects of a very
few cases of SARS! On the other hand, the ongoing socioeconomic devas-
tation by AIDS in Africa has led to relatively little action, even in some of
the most affected countries.

Global change is difficult to measure – this applies to climate change,
but even more so to sustainable development in socioeconomics, environ-
ment and health. What are the current indicators of well-being that could
be considered markers of global vulnerability to the emergence and
impacts of these outbreaks? What are indicators of potential breakpoints
and thresholds in the system? Could a measure of population health serve
as an index of sustainable development in a more general sense?

Prevention and Mitigation

Finally, there should be no diagnosis without at least a suggestion of
therapy. What can be done to prevent health disasters from occurring or to
mitigate their effects? How can we manage the Earth environment to min-
imize the threat to human health? What are the available resources, on a
global scale, to cope with these threats, from the scientific, economic, insti-
tutional and political perspectives? These and other emerging questions
will be discussed at the workshop.



HOMILY
GLOBAL INTERCHANGE AND HUMAN HEALTH

JAVIER CARD. LOZANO BARRAGÁN

Lk 19, 1-10

I thank the Academy of Sciences and its President, His Excellency Msgr.
Marcelo Sánchez Sorondo, for the invitation to preside at this Eucharistic
celebration.

The Gospel reading about Zacchaeus, invites us to reflect on the inter-
change of goods. Zacchaeus promised Christ that he would distribute all
his possessions in a right way and would not defraud any more. In the
context of today’s work of the Academy of Sciences, that is, studying the
different problems of globalisation, Jesus invites us to take similar meas-
ures. The question is, how can this be done in the sector of health and at
the level of global health?

Just as globalisation concerns the political and legal fields so does it
also affect the field of health. Globalisation that is only based on econom-
ics reduces the well-being of people, because it limits prosperity by con-
centrating it in the hands of the privileged few; pretending at the same
time that there is no other way or that other democratic ways are not pos-
sible. Within the logic based on financial gains, some people would rather
relegate health to a private issue, because they think it falls within social
needs that do not concern economic globalisation. Hence, the idea that
health care must be something private and not the concern of the State,
because the public care of health will decrease the earnings. This is an
approach that protects only the rich and not the poor, especially at coun-
try levels. However, such a position is totally wrong as can be seen even
from the very nature of infectious diseases. There is a ‘microbial’ unifica-
tion of the world. Infectious diseases are quickly spread everywhere by
the growing mobility of populations, and this affects both rich and poor



countries. Moreover, it is not possible to fight them without a global
action by all, especially the rich countries.

Today 50% of the deaths in poor countries, of people between 0 and
40 years of age, are attributed to the following diseases: 13% is due to
AIDS, 11% is due to perinatal conditions, 9% is due to stomach illnesses,
6% is due to malaria, 5% is due to smallpox, and 4% is due to tuberculo-
sis. Then the other 50% is attributed to other causes. We must realise that
the UN agencies such as the WHO, UNESCO, UNAIDS, UNICEF, the
World Bank and several NGOs are trying to combat these diseases. It is
therefore clear that diseases as well as drugs are embraced into globalisa-
tion. Furthermore, one has to note that today economic globalisation
itself endangers the health of people, because it creates an enormous gap
between the rich and the poor, both at the international level between
countries and at the national level within the same country. 

Following the example of Zacchaues in today’s Gospel reading, we
must distribute the defrauded goods of health among the whole world
population. How can this be done?

In the WHO, three priority areas for the globalisation of health for all
are identified: 1) The need for a more effective global governance that is
capable of generating consensus and political decisions that correspond
to the real needs of the population in the field of health; 2) The need to
generate and spread knowledge, making it more available so as to inform
both the decision-makers and the general population about their health;
3) Support globalisation in the area of health and promote action at local
and national levels, in order to ensure better health especially for those
that are excluded in the current globalisation.

As practical principles for a worldwide action for the protection of
health at the national and local levels, the WHO proposes the following:
the elaboration of a scientific and factual approach to sick people, togeth-
er with the participation of the population in the decision-making; the
compromise of assuming health strategies based on sustainable develop-
ment; the application of the global approach by the people in health
development; the need to respect the specificity of each sex and promote
the quality of life; the application of flexible strategies that are appropri-
ate to permanent change; to be conscious of the relationship between cost
and efficacy; and as a prior condition, that the new strategies match up
with the diversity of values and cultural norms of the different peoples.

The WHO affirms that, in order to reduce the incidence of sickness,
the fight against the physical and mental problems caused by morbidity

JAVIER CARD. LOZANO BARRAGÁNXVIII



HOMILY – GLOBAL INTERCHANGE AND HUMAN HEALTH XIX

must be conducted within the framework of a sustainable development
that is centred on the human being. This implies the promotion of macro-
economics and social politics founded on equity, according to the princi-
ple of cost and efficacy, not directed to protected groups, and with appro-
priate measures to defend the most vulnerable people. 

In any case, we have to affirm that health is part of globalisation espe-
cially due to four factors: the first is the homogenisation of work. With the
globalisation of work, we find ourselves in a world where you have the
same working conditions in the various companies in all countries, be it
in developed or developing countries. Just as work is homogenous so is
the harm it causes and so are the illnesses and the restraint on health. The
second factor is that of migration. When people migrate, they migrate
with their illnesses, such that infectious diseases are not exclusively lim-
ited to the developing world, they are present everywhere. The third fac-
tor is that of business in health services. In the past we used to have spe-
cial places or institutions in the developed world that would deal with
serious problems of health. Nowadays, these services are exported to the
developing world, with the same quality at a reduced cost, rendering
major income to health enterprises. And finally, the fourth factor is the
globalisation of the national health systems of various countries, since
problems are almost the same everywhere.

Furthermore, infectious diseases are also spread everywhere by food
trade. On the other hand, the globalisation of health care systems enables
people to have a longer life expectancy. This offers occasion for the
agglomeration of people in residential centres, which may be a favourable
environment for the spread of infectious diseases, like AIDS. Yet we must
not forget that the abuse of antibiotics generates resistance to them, thus
rendering some of them useless. 

It is clear that in the health sector, economic globalisation alone,
which is ruled by the laws of the market whose only goal is profit, is
unjust and does not produce well being. The predominance of business
concerns in health management jeopardizes health policies, and when the
latter are not guided by cultural values they are also shattered. The chal-
lenge then is to promote cultural values not through an artificial consen-
sus, but through a consensus based on the respect for the dignity of the
human nature. We shall therefore be able to build a true and beneficial
globalisation of health, in a solidarity that recognizes the economical,
social, political and cultural diversity in the world.

Globalisation can therefore be evangelised in this way. Like Zacchaeus
we must insist on the globalisation of gratuity; not promote health only for



profit, but health for the free love of the Lord. Christ dead and risen is the
central message from which we must proceed to give the true sense of ill-
ness, suffering and pain. Therefore, health for all, the true globalisation of
health has to be based on the appreciation of life as a tension towards the
resurrection of the Lord. And so the answer of the Church to the globalisa-
tion of health is creating a new solidarity in Christ, one that enlightens all
the fields of human culture and economics. This position takes on a special
meaning when it comes to speaking about the health of the sick people.

May this Eucharist, in which we celebrate the fullness of health in the
death and resurrection of Christ, generate in the world the authentic glob-
alisation of health in keeping with the sacrifice of Jesus. In this way we
can go beyond profit and engender a profound culture of solidarity in a
globalised health for all, especially the poor people. Just two months ago,
Pope John Paul II created a new Foundation, known as the ‘Good
Samaritan Foundation’, which is meant to help the sick people in the
world who are in great need, especially due to the AIDS disease. May I
suggest to the globalised economy and the health sector to let the Lord
Jesus visit their houses, so that He may inspire all those responsible to
compensate all who have been defrauded. Like in the case of Zacchaeus,
it is time that salvation enters into this house. Amen.

Vatican City, 31 October, 2004

JAVIER CARD. LOZANO BARRAGÁNXX
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INFECTIOUS DISEASE AND HUMAN AGENCY:
AN HISTORICAL OVERVIEW

ANN G. CARMICHAEL

We have, because human, an inalienable prerogative of responsibility which we
cannot devolve, no, not as once was thought, even upon the stars. We can share it
only with each other.

(Sir Charles Scott Sherrington, Man on His Nature) 

INTRODUCTION

The speed with which infectious diseases can now spread, the
absolute number of humans at risk, and the rates of emergence of new
pathogens: such parameters of global epidemics invite historical compar-
isons. Incurable, acute infectious diseases can now occur almost simulta-
neously across the globe, creating the further possibility that individuals
who know what to do and how to intervene will themselves be compro-
mised. SARS, for example, had its highest morbidity and mortality rates
among medical personnel and hospital workers (NAC, 2003). The plane-
tary ecosystem, meanwhile, may face many extensive global threats all at
once, requiring a kind of global governance and compassionate collabo-
ration of peoples that has never before existed. Finally, a substantial por-
tion of humans alive today live in deep poverty, without access to materi-
al, social or political resources (Davis, 2006; UN-Habitat 2003).

This paper specifically reviews past human efforts in the understand-
ing and control of infectious diseases. Within the past 500 years we do
find justly celebrated successes. The imposition of barrier technologies to
impede the spread and perceived contagion of plague, the invention of
preventive vaccination and eventually eradication of smallpox, and the
triumph of sanitation-based public health in the control of pandemic
cholera epidemics: such are familiar examples among biomedical and
public health communities. The evolution of effective epidemic controls



and interventions, this paper will suggest, was linked to the perception of
geographical and socioeconomic differences in mortality experience even
during great epidemics. However the benefits of most interventions
accrued to some segments of a population and to larger geographical
regions. Ironically success in epidemic control created further differen-
tials in vulnerability and risk among peoples and nations.

Retelling success stories does lend a helpful optimism about the capa-
bilities of science allied to human political and economic will, for the
global environmental problems before us require a belief that our con-
certed human actions can prevent catastrophe. Lessons of the 2003 SARS
epidemic, for example, should include the speed with which a complex
disease threat was recognized clinically and understood epidemiological-
ly (NAS, 2004; NAC, 2003; Weiss and McLean, 2004). The full lethal
potential of the epidemic was certainly blunted through a rapid infusion
of research funding, a general international public awareness aided by
the Internet, and broad interdisciplinary approaches to disease control,
deftly implemented. Biomedical science and international surveillance
are powerful tools, exponentially increased by recently developed knowl-
edge and communications technologies. 

Understanding the risks before us now requires a sophisticated envi-
ronmental perspective that cause – and cure-driven medicine does not com-
municate well to consumers. The very successes of modern biomedicine
facilitate both a false sense of security among those who expect to benefit,
and a deep resentment among those who see technological progress as a
threat. The illusion of safety among the currently privileged will further dis-
tance them from worries and fears that could mobilize resources to prevent
novel pandemics. On the other hand, many people, when presented with a
threat or crisis, will accept simplifying, familiar explanations from the past
because the political and technological solutions adopted in a crisis threat-
en their livelihoods and social well-being. Unfortunately, many may repeat
some reactions and responses from the past because they do not under-
stand fully how the present global changes differ from the agrarian age of
great epidemics. But they can easily grasp that the benefits of future break-
through technologies will surely be inequitably distributed, disparities
which reinforce the human experience of centuries.

I still find useful the dominant Western ideology of ‘progress’, because
it is an antidote to inertia and denial before the current predicament.
Thus I offer the argument that perception of differential mortality in the
past led to successes in human health and longevity. In the remote his-
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torical past, mass suffering and dying were typically unseen outside
stricken regions. Before the last century most humans could not see far
enough in space or time to imagine their responsibilities to other humans
on a global scale, even if they thought of their actions in such grand
terms. Disease catastrophes progressed across regions within a time
frame perceptible and measurable by humans’ immediate lived experi-
ence. Progress followed improving communication networks, which
highlighted disparities in health and disease experience. Recognition of
differences among persons and groups led to useful interventions, if
humans accepted a responsibility to act on these observations.

Seeing further than our predecessors did, in both time and space, car-
ries ethical obligations. Not only are the economic connections among
humans much stronger today than ever before, knowledge about the suf-
ferings of others is not easily avoided. Great and catastrophic events, espe-
cially those that involve costs to people who regard themselves as non-
responsible by-standers rather than as stakeholders, present disturbing eth-
ical and economic dilemmas. However quickly we understood the biomed-
ical parameters of HIV twenty years ago, and were then able to create new
surveillance and control strategies, the longer-perspective of HIV/AIDS con-
trol is, unfortunately, already one that replicates historical patterns of
inequitable distribution of resources and care, when assessed from the per-
spective of both incidence and prevalence of the infection (Farmer, 1999).

Residual apocalyptical thinking poses the greatest danger to the suc-
cessful management of acute epidemic crises. The religion-driven accept-
ance that an end of days is foretold and possibly at hand has governed
much human thinking about great epidemic infectious diseases over the
past two millennia. Apocalypticism passively, and sometimes actively, dis-
mantles our acceptance of an obligation to act collectively and collabora-
tively for the betterment and survival of all, because traditional religions
tend to separate the saved from those whom they view as damned or evil.
Fear is often used to rivet attention, attract resources, and shape political
and economic actions, but can exacerbate converging natural catastro-
phes, which inevitably occur. Even though apocalyptical fears – including
modern, secular environmental apocalypticism (Killingsworth and
Palmer, 1996) – are often used to effect moral or behavioral reforms, his-
torical evidence shows that living in the shadow of such fears reinforces
violence and the dismissal of others’ entitlements to either salvation or
survival. Fear-driven assessments of current global change risk re-deploy-
ment of this dangerous ideological ordnance. 



THREE HISTORICAL STAGES LINKING HUMAN HISTORY AND GLOBAL CHANGE

What impact has global change had upon human health in the past?
With each significant change in humans’ active manipulation of energy
sources, initial health costs ensued, followed by aggregate improvements
and significant human population increases (Szreter, 1997). These stages
in human development may have happily coincided with geophysical sta-
bility, for the global climate of the last 10,000 years has for the most part
supported human-driven changes-first changes to landscapes, then to the
atmosphere, and finally to the oceans. 

Similarly we might delineate three modes of anthropogenic produc-
tion involving significant changes to the earth: hunting and gathering,
agricultural, and industrial (Caldwell, 2004; Sieferle, 2001; Smil, 1994).
Most recorded or archeologically accessible human experience with great
epidemics lies within the agricultural era. Within this long phase of
human history, the collective fate of all flora and fauna changed dramat-
ically five hundred years ago. Regional economies, terrestrial ecosystems,
and knowing scientific manipulation of the earth’s resources altered the
planet’s landscape in this ‘first global age’, and altered human health and
disease patterns forever. Effectively there were two worlds that humans
manipulated before around 1500 CE. After that point one rapidly chang-
ing world emerged, and new human observations and ideas about infec-
tious diseases accompanied post-Columbian global change. The underly-
ing frameworks for analyzing and manipulating disease experience were
also laid down before industrialization, justifying further attention to the
interval that I call our ‘first global age’. 

Nevertheless the industrial transformation, beginning in Britain in
the 1830s, was the single greatest change for both humanity and the plan-
et, and most of the successful efforts at disease control lie within this
ongoing era (Sieferle, 2001; Mokyr, 2002). Industrialization carried heavy
initial penalties to the laboring population involved in production, much
as had the transformation from hunting and gathering to agriculture
(Szreter, 1997). Highly successful, combined English and French
approaches to public health and sanitation overlap the industrial revolu-
tion temporally, but likely stem from the slower ‘knowledge revolution’
that preceded industrialization (Mokyr, 2002). These coincident develop-
ments fueled notions of ‘progress’, which led industrializing nations to
accept their disproportionate wealth as inevitable and ordained. 

The potential for global environmental catastrophe was created with-
in advanced industrial modernity of the last fifty years, because human
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activities now can directly affect the oceans and atmosphere. Yet over the
last fifty years we also have created the means to analyze and anticipate
adverse consequences of our actions and choices. Within the last fifty
years we have devised curative and preventive strategies, not all of which
involve much expense. We have the capability of maintaining and improv-
ing health for all humans. As a consequence, life expectancies in many
nations have increased dramatically (Riley, 2001). Global population has
doubled over this miraculous and precarious half century (Whitmore et
al., 1990; Maddison, 2003). Since all the great acute epidemic catastro-
phes occurred before 1950, the points of comparison must focus on the
general predicaments, explanations, and choices made in the past. 

1. GLOBAL CHANGE BEFORE THE FIRST GLOBAL AGE

1.1. Before agriculture: human planetary dominance

For at least 40,000 years humans have deforested the earth, altered
the course of streams, and fashioned tools and weapons to expand food-
getting. Even before consolidation into early agrarian societies, humans
effected global change with the megafauna extinctions of the late
Pleistocene and their many uses of fire (Mithen, 2004; Williams, 2003;
Chew 2001; Dean, 1995). Before the transition to permanent agricultural
settlement, Paleolithic humans increased and multiplied globally by
‘extensification’, that is, increasing through dispersal the numbers, range
and varieties of similarly sized human population groups (Christian,
2004). While the causes of the transition to agricultural are unclear,
Sieferle (2001) argues that humans could always resort to plants and
smaller game, when large game became scarce. As obligatory omnivores,
we were thus ecologically more efficient than both carnivore and herbi-
vore competitors, leading to multi-regional human dominance. The sur-
vival of a wide variety of tools and objects of ritual importance bears wit-
ness to sophisticated cultural strategies and human adaptation to many
harsh environments, evidence of the further importance of knowledge
transmitted over time to our species’ global dominance. 

Human global population, around six million at the end of the last ice
age – around 12,000 years ago – doubled every 5,600 years over the peri-
od from 40,000 BCE to the appearance of agrarian civilizations, around
8000 years ago (Livi-Bacci, 2001; Mithen, 2004). During this long interval



chronic infectious disease and disability, both traumatic and infectious,
likely characterized most of the burden of illness in migratory groups
(Cohen, 1989; Sieferle, 2001). There is simply no way to know how they
faced, explained or managed temporally discrete disease and subsistence
crises. Hunting and gathering human groups did not cook or store food,
and they frequently removed to new locations. Relocations likely were
prompted by the depletion of easily obtained food or game, typically
through habitat destruction. Evidence from the relatively late coloniza-
tion of Pacific oceanic islands often serves as a model of this much-earli-
er process (McNeill, 1994; Nunn, 1990). 

1.2. The Neolithic Revolution and Infectious Diseases

The Neolithic revolution led to both agricultural and pastoral
economies (Hughes, 1994; McNeill, 2004; Landers, 2003). After the agri-
cultural transition humans multiplied in geographically concentrated
localities, increasing the burden of gastrointestinal and respiratory
pathogens. Evidence of chronic tuberculosis, smallpox, schistosomiasis
infection can be found in ancient skeletal or mummy remains; descriptive
evidence of periodic acute epidemics can be found in early written com-
pendia (Grmek, 1989). Demographic costs in the move to settled agricul-
tural societies were initially high, particularly in early childhood (Cohen,
1989). Rats, mosquitoes and other commensal species enhanced
pathogen loads within settlements by adding vector capacity. A number of
historically important zoonoses – measles and smallpox, for example –
emerged with pastoralism and with the domestication of various animal
species (Fiennes, 1978; McMichael, 2001). Such zoonoses mostly
appeared in Eurasia and Africa, for the Americas and Micronesia had few
animals to domesticate; Oceania had almost none. Whether farmers or
herders, Neolithic humans transformed environments as much in their
deliberate and inadvertent uses of animal species as in farming-driven
alterations to landscapes. Northward migration into colder, wetter cli-
mates made the muscle power of livestock necessary to cultivation and
facilitated a ‘secondary products revolution’ in the invention of multiple
uses of large animals (Christian, 2004). 

1.2.1. Human Population Growth and Social Development: Unequal Burdens

Global human population grew from 6 million to 50 million between
8000 BCE and 3000 BCE. The experience of recurrent acute infectious dis-
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eases, mostly evolved from animal pathogens, ubiquitously appeared in a
context of differential command of agricultural surpluses. Novel disease
burdens accompanied the later phases of the Neolithic revolution, but they
were not wholly natural occurrences. Infectious disease was understood
well enough to be deliberately manipulated by developing social and eco-
nomic systems. Dynastic states relied on hierarchical distribution of power
and resources, which raised the average standard of living in the popula-
tion at the same time as it reinforced social stratification (Hughes, 1994;
Christian, 2004, chapter 9). Within great civilizations the burden of infec-
tious diseases fell heaviest on the poorest, particularly in urban settings.
Heights of skeletal remains show greater final adult height among the
wealthy than among those who lived in overcrowded or swampy locations,
or were subjected to recurrent food shortages (Floud et al., 1990), most like-
ly because the privileged always ate first (Sieferle, 2001). Comparison of
different dynastic states shows that greater social, political and economic
organization minimized the overall cost in lives and resources of epi-
demics, famines, and natural catastrophes (Bawden and Reycraft, 2000).

Successful dynastic states accumulated material and knowledge
resources, and built long-lasting regimes around increasingly sophisticated
irrigation systems. Insuring reliable food production, irrigation permitted
easy dissemination of waterborne pathogens. The history of early Japan pro-
vides a particularly good example of this overall pattern of change. Wet-rice
cultivation first supplemented, then replaced hunting, fishing and gathering
between 200 BCE and 300 CE in the islands that had greatest contact with the
Asian mainland. Increasing hydrological sophistication decreased famines,
but was accompanied by domestication of animals and consolidation of
power and land in warrior clans. Between 600 and 800 CE, one clan suc-
cessfully overpowered rival warlords, resisted naval assaults, and then cre-
ated a structure to monitor its wealth, borrowing comprehensive systems of
population registration and tax collection already invented by the Chinese.
The written records of epidemics, in particular of widespread, costly small-
pox epidemics first appear clearly in these court records (Farris, 1985). All
aspects of agrarian state power were mobilized during epidemics – food
relief, a central bureau of medicine dispatching medicines and doctors to
the provinces, tax relief, rice loans, and religious ceremonies to appease
angry deities were all used to combat the epidemic of the 730s CE, the first
recorded smallpox epidemic in Japan. 

Earliest strong evidence of the adaptive capacities of human societies
comes from imperial China. A Chinese political ideology dating from the



Han Dynasty [c. 200 BCE] held that that rulers were legitimated by a
‘Mandate of Heaven’, and climatic or other environmental catastrophe pro-
vided the evidence that heaven had withdrawn its support for a ruling
dynasty. Anxiety about the weather was thus longstanding, and Chinese phe-
nological records exist for more than a millennium longer than do European
climate records (Marks, 1998; Elvin, 1998; Kuriyama, 2000). The permission
that heaven provided to a dynasty reinforced strongly hierarchical social
organization and led to both unprecedented expansion of human population
and great hydraulic engineering projects that transformed East Asian land-
scapes forever (Elvin, 2004, chapter 6). When the ‘mandate’ was withdrawn,
through heaven-sent invaders or environmental catastrophe, hundreds of
thousands died, vital irrigation structures went untended, and epidemics
served mostly to accelerate demographic collapse (Elvin, 1993). 

Using surviving population registers, tax collections, and conscription
records, Deng (2004) has recently challenged earlier conservative estimates
of Chinese population growth intervals, showing that patterns of unparal-
leled population growth in some periods before the seventeenth century are
even more characteristic of Chinese society than are massive collapses sec-
ondary to disasters. Moreover, most of the known disasters were environ-
mental or military reversals, rather than caused by exogenous novel disease
organisms. This Chinese path to collapse is important to understand,
because at least for the last four millennia, Chinese population has account-
ed for one quarter of humanity (Lee and Wang, 1999). The Chinese path is
also a useful contrast to explanatory frameworks favored by Western histo-
rians of global catastrophes, for collapse was linked to converging (rather
than linear, sequential) ecological disasters, followed by out-migration and
political upheaval. Disaster responses in Chinese history illustrate the enor-
mous buffering capacity of human social organization, as well as the rapid
collapse after some tipping point within. 

1.3. Explanations and Patterns of Acute Epidemic Disease Experience in
Early Agrarian Civilizations

1.3.1. Where are we Now? Apocalyptical Versus Scientific Discussions

Most historians, social scientists, and scientists explain reversals of
large, multi-century and/or multi-regional human demographic expan-
sion by citing epidemics, climate change, the exhaustion of accessible
natural resources, or by some combination of these factors. Many great
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religious traditions, however, include a view of time bounded by a prede-
termined beginning and end of days. The power of such ancient religious
ideas cannot be easily excised from current scientific discussion. Not only
did apocalyptical perspectives inspire much of the written evidence that
investigators today use to discern patterns and explain collapse in earlier
times. Also adherents to fundamentalism, steeped in ideologies created
long ago and under very different historical conditions, have increased
considerably within rich and powerful, as well as poor and struggling,
political regimes (McGinn et al., 2003). 

Within the last two decades more extensive interdisciplinary study
and collaboration helped to refine scientific understandings of distant
times (Bawden and Reycraft, 2000). Scientifically we are beginning to
know better what actually did happen in the more remote past. Yet both
well-meaning environmentalist reformers and anti-technological, anti-
scientific religious authorities have appropriated apocalypticism over the
last half-century (Killingsworth and Palmer, 1996). Some hope to recapit-
ulate ideas expressed in religious tradition; others hope to reverse or
brake adverse global change. At issue in both cases is a view of time and
human development that opposes the simpler versions of ‘progress’ in
Western tradition.

1.3.2. Historical Explanations of Great Epidemics and Environmental
Disasters

Great epidemics and uncontrollable climatic reversals are attractive
explanatory events to account for sudden collapses of dominant societies.
The particularly influential publications of William H. McNeill (Plagues
and Peoples, 1976) and Alfred Crosby (The Columbian Exchange, 1972;
and Ecological Imperialism, 1986), gave prominent place to plagues. More
recent work has emphasized the extent to which ecological degradation
eclipsed or stressed elites’ exercise of power. Demographically successful
cultures exhausted both forests and productive farmland, expanding the
geographical compass of ecological degradation, making it difficult to
separate the causal mechanisms and the timing of catastrophes (Chew,
2001; McNeill, 2004; Landers, 2003). 

Urbanization, common in successful agrarian civilizations of the last
5000 years, effected profound environmental change over their hinter-
lands. Epidemics spread most briskly in cities and could economically
destabilize distant regions dependent on these urban markets. This model



resonates with new research on the way Native American agrarian
empires collapsed. Haug et al. (2003) find climate change, specifically
desertification, related to the collapse of Mayan civilizations in the 800-
1000 CE, exacerbating social and environmental stress. 

Chronic warfare was the motor behind social stratification, as well as
the most common accelerant of both disease and ecological degradation.
The retention of elite power relied on a parasitic approach to both food
producers and forests. Forests in Eurasia were essential to the manufac-
ture of metal weapons; the best agricultural land and the rights to its pro-
duce were secured through military and economic dominance.
Urbanization required the maintenance of such military power, which in
turn determined access to and acquisition of natural resources, even in
regions, such as the Americas, where neither the wheel nor metallurgy
had been invented. In some rare instances, warfare led humans of the
agrarian period to go beyond control and exhaustion of organic resources
(plants and animals), leading to the sporadic invention and use of chem-
ical energy (Landers, 2003).

1.3.3. Modern Malthusian Models of Catastrophes in the Agrarian Age

Some modern economic historians and historical demographers
place a high value on early epidemic accounts because they resonate with
a widely-held Malthusian model of the more remote past. Ever since
Thomas Malthus’s first Essay on Population in 1798, many western schol-
ars have seen depopulation crises as indicating perennially unwise choic-
es of humans, principally their failure to control reproduction in the face
of diminishing resources. Such a model gives a prominent explanatory
role to great epidemics and subsistence crises. Watkins and Menken
(1988), however, argue that demographically famines do not follow
Malthusian patterns; Morineau (1998) debates the extent to which his-
torical data ever supported Malthus’s generalizations. Historians of Asia
note the extent to which Malthus, and later Marx, were instead drawing
a chauvinistic contrast with ‘Oriental despotism’; Europeans in Malthus’s
day were still stunned by the tremendous wealth of non-European
despots (Chaudhuri, 1986; Lavely and Bin Wong, 1998). In fact, the recent
Eurasia Project shows, in full contradiction to Malthus’s observations,
that European harvest failures had greater impact on mortality than did
harvest failures in China and Japan (Bengtsson et al., 2004). Finally, the
Malthusian model well explains mortality in great epidemics. Wrigley and
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Schofield, in their path-breaking The Population History of England, 1541-
1871 (1981, pp. 466-73) conclude that increasing population size is only
weakly related to increases in mortality. Recent study of the horrific and
extensive Asian famines of the 1870s and 1890s, in both cases associated
with ENSO-related delay or absence of monsoon rains, has emphasized the
extent to which Western acceptance of famines as a ‘natural’ consequence
of unbridled population growth led those who could help to the conclu-
sion that they were justified to do nothing (Morrison, 2000; Davis, 2001).

Malthusian models are not even universally applicable to the more
remote past. Imbedded in western culture, they poorly explain population
dynamics outside Europe, as Deng (2004) illustrates with data about
Chinese population growth and decline. Even in western context, imbal-
ance between resources and population size is insufficient to explain who
dies in great subsistence crises. The earliest great famine for which we
have fairly good social/historical evidence, the great European famine of
1315-1322 CE, does not follow a Malthusian pattern well. Mortality
reached as high as ten percent, but affected the poor and powerless rather
than the elite, and proceeded to cannibalism and other atrocities only in
localities where the warrior elite persisted with military campaigns. The
famine remained in popular memory three hundred years later (Jordan,
1996). Amartya Sen’s model of modern famine survival through socially
determined food entitlements thus seems to apply to this great medieval,
agrarian famine (Sen, 1981).

1.3.4. Exogenous Climate and Other Events Explaining Large-Scale Depop-
ulation

A few palynologists, dendrochronologists and historical climatologists
have tried to discern intervals of global change that might explain large-
scale regional depopulation events in frameworks linked to geophysical
change. Impacts of meteors, changes in monsoon rains or northern
oceanic storm patterns, and volcanic eruptions have all been postulated
as potential disruptors of life systems across cultural and geophysical
divides (Baillie, 1999; Atwell, 2001). Historical environmentalists have
also reconstructed past El Niño patterns looking for evidence of the
autonomous climate change in human history (Nunn and Britton, 2001;
Grove, 1998). The disappearance of record-keeping and of evidence of
economic and cultural production has also been ascribed to great epi-
demics. Only fairly recently has interdisciplinary research begun to sepa-



rate and examine the extent to which plagues and pestilences reported as
great and universal indeed had demographic, regional significance. The
contribution of Ruddiman and Carmichael (2006) in this volume address-
es this general issue in greater detail.

1.4. Explanations of Epidemics in the Agrarian Age

1.4.1. Epidemics and Environmentalism 

Secular ideas about the meaning and significance of epidemics in the
long agricultural era of human history were linked to social and religious
systems that reinforced social hierarchies and controlled their uses of
available natural resources. The tight interconnectedness of humans to
the natural environment remained central to both medical and religious
ideologies of the premodern past (Tuan, 1979). Traditional medical sys-
tems explained death from commonly-observed misfortunes with refer-
ence to individualized circumstances. These medical systems offered
some useful generalizations about disparities in risk of ill health accord-
ing to season, age, geographic particulars of one’s residence, or variations
in one’s nutrition (Hughes 1994; Grmek, 1989; Glacken, 1967; Carmichael
and Moran, 2002). Interventions in ill health and general health mainte-
nance relied on strategies that individuals could take to manipulate their
personal environments and choices. Great epidemics instead prompted
collective action, including the mobilization of religious authorities. The
serendipity of fortune, the capricious will of a deity, the result of sin or
emotions, the violation of a taboo, or the individual’s failure to observe
accepted dietary or hygienic norms accounted for deaths that did not fol-
low expected patterns.

1.4.2. Apocalypticism

Occurring rarely, catastrophes and natural disasters were also viewed as
manifestations of divine displeasure, and were assigned religious meaning.
While such explanations for an epidemic or environmental catastrophe
could easily foster larger, apocalyptical predictions, blaming deities also
exacerbated the feelings of helplessness, in both explaining and coping with
an unexpected set of events (Rohr, 2003). Moreover reliable communica-
tions beyond a regional level were not possible, and therefore an epidemic
could seem universal and world-annihilating. Viewing the world as coming
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to end mobilized efforts at religious conversion. Apocalypticism can, how-
ever, disable concerted human efforts in the face of calamity, or encourage
believers to dissociate themselves from those assumed to be damned. Thus
to the extent that such ideas have currency today, believers may be disin-
clined to take ameliorative actions when confronted with multiple serious
epidemics or environmental challenges. 

Ancient apocalypticism, particularly strong among Mediterranean
cultures and deeply imbedded within early Christianity, imagined col-
lapse as a battle lost, the divine actively in combat with mortals (Clifford,
2003). Religious devotion then and now powerfully motivates compas-
sion, altruism, and philanthropy, as well as supplies stabilizing resolve to
face fear and challenges. But many of the great global religions in the past
encouraged resignation to catastrophe, or envisioned scenarios of an
apocalyptical finale that separated the saved from the damned. Ancient
apocalypticism also suffused some texts that have been used to support
arguments about a late-Roman era of widespread plagues and pesti-
lences. Stathakopoulous (2004) and Schamiloglu (2004) independently
reviewed evidence related to the famous plague of Justinian in 541-2 CE,
showing how this epidemic and its recurrences had geographically and
demographically extensive effects. In the centuries before this pandemic,
however, the evidence for widespread depopulation is not as clear, and
apocalyptical texts should not be understood to reflect demographic col-
lapse. Recurrent bubonic plague traveled along the Silk Road during the
600s (Twitchett, 1979; Deng, 2003). Schamiloglu (1993) claims that the
disease was novel to steppe peoples.

2. EUROPEAN RESPONSES TO PLAGUE: EPIDEMIC CONTROLS AND ANTI-APOCALYPTICISM

2.1 The Black Death: a Multi-Regional Epidemic with Global Implications

In many accounts of global change, the great plague pandemic of
1347-1350 appears as one of the greatest demographic catastrophes of
human history. Its initial appearance has been viewed both as an instance
of Malthusian check on a population that had outstripped its agricultur-
al capacity, and as an outcome of global climate changes. The ‘Black
Death’ of the mid-fourteenth century was also geographically limited, and
may not have extended to China. But it did sever frequent overland con-
nections to East Asia, by causing extensive depopulation and political



chaos among steppe-region successors to the Mongol Golden Horde
(Schamiloglu, 1993). Dramatic depopulation simultaneously occurred in
northern China during the Yuan, or Mongol, dynasty (1264-1368), though
disease may not have been the primary cause (Deng, 2003). The ‘Black
Death’ surely ravaged the Middle East, northern Africa, and all of western
and central Europe (Benedictow, 2004). Nevertheless the brutal pandem-
ic did not afflict peoples in the Western Hemisphere, in sub-Saharan
Africa, or in South Asia (Chaudhuri, 1985), although Islamic cities and
regions of the eastern Mediterranean and North Africa may have been
even harder hit than western Europe (Dols, 1977).

2.2. New Responses to Great Mortality

Despite its less than universal geographical compass, the Black Death
pandemic remains an historical event with global importance. The effect of
plague among Eurasian steppe peoples was to re-separate Chinese agrari-
an civilization from European and Islamic agrarian civilizations
(Schamiloglu, 2004; Dols, 1977; Chaudhuri, 1985, 1990). But above all,
from the time of the Black Death in Europe, intellectual inquiry and prac-
tical responses to epidemics confronted the issues of local, differential mor-
tality in epidemics alongside explanations for universal pestilence.
Europeans living after this catastrophe invented novel ways of dealing with
epidemics, developing technologies and ideologies that reshaped their per-
ceptions of disease. Before this watershed, European medicine was but one
of many traditional medical systems that depicted health as balance
between humans and their environment. Dealing with recurrent plagues –
which were always regional epidemics and could cause staggering loss of
life in a few months’ time – prompted new practices in European medicine. 

The appearance of secular explanations to account for large-scale epi-
demic disease detached both traditional environmentalism and religious
tradition from communal responses to epidemics, and led to aggressive
local control policies. In Renaissance Italy, notions of a capricious or pun-
ishing deity were gradually replaced with explanations built around
observable variations in risk and survival. The ‘whole world’ was not at
risk in plagues. After the pandemic, Europeans increasingly saw and even
created patterns of differential mortality, inventing ways of dealing with
recurrent pestilence assured and reinforced differential risk of disease
and death within communities (Carmichael, 1986). The deliberate manip-
ulation of infectious disease experience begins with new practices in epi-
demic control. 
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However brutal the Black Death was, 60 to 65 percent of the popula-
tion of Europe survived, also disconfirming apocalyptical expectations.
Life went on. By the mid 1350s plague reports were scattered and sur-
vivors knew that the world had not ended. The mortality rates, ubiquity,
symptoms, and suddenness of the Black Death distinguished it from pre-
vious epidemics and mortality crises. In these respects plague could thus
be understood to reflect God’s will and judgment (a punishment for
human sins), but also an event explicable within the natural, created cos-
mos (Smoller, 2000; Rohr, 2003). Europeans also adopted the conviction
that human actions to combat epidemics were both necessary and con-
sistent with God’s plan for humanity.

2.2.1. Local Barrier Technologies

The plague recurred in western Europe for over 350 years, and led to
the invention of surveillance bureaucracies, which in turn supported the
most enduring response to epidemics: flight. Advanced warning systems
were predicated on the assumptions that plague could be predicted and
that plague could be avoided. They obviously believed that not every per-
son and not every place presented a risk of plague; thus information gath-
ering was vitally important. Increasingly sophisticated study of the natu-
ral circumstances associated with plague appearances led Europeans to a
complex array of proactive, protective, and self-defensive strategies.
Together these anti-plague practices are the foundation of modern con-
trol of feared infectious diseases (Biraben, 1976), despite the fact that
flight is no longer the principal security for the privileged. 

Barrier technologies were designed to create boundaries between the
sick and the well. They were not developed in a particular fixed sequence,
nor under historically similar circumstances or time frames. Instead,
these familiar public health practices were created and adopted piece-
meal. Quarantine practices, public health boards, surveillance of travelers
from infected areas, disinfection of goods and houses that the ill touched,
isolation of the ill, protective garments for service personnel, and publi-
cized reports of causes of death and illness are all social technologies
invented in Europe to control the spread and the tremendous costs of
recurrent plague. Bourdelais (2003) emphasizes that governing elites cre-
ated most of these barrier technologies, and that little innovation accrued
through medical advice or theory. 

As political actions, plague controls addressed the personal, social and
economic objectives of people in power. Carmichael (1986; 1998) argued



as well that plague controls served to create strong differentials in plague
risk within cities, such that plague was increasingly seen as a disease of
the poor. By the sixteenth and seventeenth centuries, elite consensus was
that plague was not a universal leveler. Even when the rich could not or
did not flee to safer country retreats, their chances of dying were not as
great as their poorer contemporaries (Champion, 1993). Aggressive uses
of fire, perfumes, street cleaning, sea water, gunpowder and tobacco
became popular in the seventeenth century (Biraben, 1976).

2.2.2. Regional Barrier Technologies: Quarantine and Cordons Sanitaires

Quarantine, invented in 1377, in Ragusa (now Dubrovnik, Croatia), is
perhaps the most interesting of these anti-plague practices, and the one
industrializing nations most needed to dismantle. Initially in 1377 well
individuals and seemingly useable goods were passively sequestered, in
order to determine whether plague lurked within (Grmek, 1980). Imbedded
within the quarantine were thus modern ideas of healthy carriers and
incubation times. But quarantine practices were not incorporated into a
system of plague controls until the sixteenth century and later, when prin-
cipal Mediterranean metropoles began to use passive quarantine isolation
in combination with port lazarettos to confine the ill (Ciano, 1976).
Concerted regional and national political control of plague spread, such
as the imposition of regional cordons sanitaires, seems to have been the
single most successful human intervention leading to the disappearance
of plague from Europe. Brockliss and Jones (1997) illustrate that the sys-
tematic use of quarantine within early modern France effectively restrict-
ed appearances of plague to the port cities. 

By the 1700s Europeans essentially concluded that plague was neither
an act of God nor a naturally European problem, and so they built ever
more elaborate regional security boundaries. Panzac (1986) and
Rothenberg (1973) show the intensity of quarantine and lazaret systems
along the Austrian Empire’s boundary with the Ottoman Empire.
Ottoman lands, both Egypt and Turkey, effectively became the pest hous-
es for all of Europe. Baldwin (1999) examines quarantine practices and
the cordon sanitaire in the wake of the first European cholera epidemic,
1831-1832, illustrating that western European nations benefited from
observing the failed quarantine practices of Russians and eastern
Europeans, for quarantine even rigorously enforced did not impede the
spread of cholera. Echenberg (2002) has more recently described the
retrieval of older quarantine practices in the plague pandemics of 1894-
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1905, illustrating the extent to which re-used quarantine practices rein-
forced economic and racial differences in mortality around the globe.

Indeed, quarantine always imposed significant personal hardships,
high economic costs, and political unrest. Opposition to quarantine from
its inception stemmed from the absence of any medical rationale for the
practice and the enormous costs involved, principally in housing, feeding,
and policing those whose lives and livelihoods were temporarily sus-
pended. Quarantine and other barrier technologies did contribute to the
disappearance of plague from western Europe, and have a lasting pres-
ence in the control of epidemics to this day. International reaction to
SARS in 2003 began to move this kind of barrier control away from
national governments to international health authorities (Fidler, 2004).

2.2.3. Anti-Apocalyptical Secularization

The appearance of secular explanations to account for large-scale epi-
demic disease detached both traditional environmentalism and religious
tradition from communal responses to epidemics, leading to a more
aggressive pursuit of policies and interventions that focused on particular
people or places. Francesco Petrarca, often called the ‘father’ of the
European Renaissance or of European humanism, provides an interest-
ing and original voice. He imagined a prosperous ‘posterity’, for whom
accounts of the great epidemic would seem unreal. Petrarca also imag-
ined that his own generation had obligations to these unborn generations,
rather than they to their ancestors. Finally, Petrarca examined and then
effectively rejected contemporary views of the world nearing the end fore-
told in religious texts. His perspective is elegantly written, and dismisses
an apocalyptical view of the mortality:

How can posterity believe that there was once a time without floods,
without fire either from heaven or from earth, without wars, or
other visible disaster, in which not only this part or that part of the
world, but almost all of it remained without a dweller? When was
anything similar either seen or heard?… Oh happy people of the
future, who have not known these miseries and perchance will class
our testimony with the fables. We have, indeed, deserved these
[punishments] and even greater; but our forefathers also have
deserved them, and may our posterity not also merit the same…
(Petrarca, Letter to his ‘Socrates’, Book VIII, no. 7 [tr. Bernardo,
1975]).



Petrarca thus rejected the bounded time of religious tradition in favor
of a stance of hope and expectancy toward humans’ future, temporal
lives. His less articulate contemporaries parsed the universal with study
of the particular, noting areas and peoples that had escaped the universal
plague, rejecting notions of a capriciously acting, inexplicable deity in
favor of humanly verifiable, terrestrial explanations of variations in sur-
vival. Thus for many historians the European Renaissance remains, in
retrospect, an optimistic, watershed moment in human history. At the
time it was, as Bowsma (1980) describes, an age of anxiety. Because anx-
iety is fundamentally related to time and the perception of an uncertain
future, clocked time and a secular, scientific search for order and cer-
tainty about the knowable world were culturally new dimensions of
recovery from near-catastrophe.

3. GLOBAL CHANGE DURING THE FIRST GLOBAL AGE

Christopher Columbus, often described as the discoverer of a ‘New
World’, instead initiated the creation of one new world from two old
worlds. Significant biological and cultural transformation of the planet
dates from this expanded moment of European overseas trade and explo-
ration. Western hemisphere flora first transformed great agrarian soci-
eties in Africa and Asia, through their gradual adoption of nutrient-rich
staples (peanuts, potatoes and sweet potatoes, maize, and manioc) that
grew well enough in poor soils and supplemented meager grain-based
diets in subtropical zones (Ho, 1955; Crosby, 1986). East and South Asian
populations rose between 1500 and 1800, as a direct result of the adop-
tion of such foodstuffs outside the western hemisphere, while in Africa
American crops prevented any net continental population losses from the
accelerating Atlantic slave trade (Maddison, 2003). Interestingly as well,
many of the addictive plants commonly used throughout the globe today
– tobacco, coffee, tea, coca, chocolate – spread even more quickly than did
new staple foods.

During the period from 1500 to 1850, human disease patterns and
global environments changed rather dramatically and irreversibly. The
change was both qualitatively and quantitatively distinctive in human his-
tory. Historical climatologists know this era as the Little Ice Age, reflect-
ing global environmental changes, but not all regions were negatively
impacted. Despite disruptions to longstanding Indian Ocean trade, the
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period from 1500 to 1750 was one of great expansion (Chaudhuri, 1985;
Richards, 2003).

Historically this first global age is further important because humans
began to take systematic notice of differences in disease experience, and
from such observations they were able to invent new strategies of disease
control and health improvement. Europeans, because they traded and
traveled globally, were systematic observers of health disparities, and in
many localities all written observations about disease and epidemics date
from this period in time. 

3.1. Depopulation in the Americas and Oceania

Numerous infectious diseases, particularly viral pathogens adapted to
humans in Eurasia and Africa over the previous three millennia, spread unim-
peded among indigenous peoples in great western hemisphere civilizations.
Often European settlers regarded the disappearance of native Americans as
providential, that is, reflecting God’s intention that they increase and multiply
in these newly discovered lands (Jones, 2003; Chaplin, 2001). 

Recent research shows that brutal ‘virgin soil’ epidemics accompanied
or followed, rather than instigated, demographic collapse. In the
Caribbean and central Mexico smallpox did not arrive until population
had already begun a precipitate decline, (i.e., in 1518, when first contact
was 1492) (Livi-Bacci, 2003). To some extent the economic wellbeing of
indigenous peoples may have been weakened before Europeans were
actually present to witness the great die-offs. Because long-distance trade
routes were crucial to the Aztec and Incan civilizations, economic stag-
nation likely had increased hardships among many indigenous peoples
long before they encountered the novel viral infectious diseases.
Alteration of trade patterns and re-orientation of North American native
production (especially fur trading) toward French and English markets
similarly altered livelihoods along the St. Lawrence river and seaway, all
before the viral disease epidemics accelerated collapse (Richards, 2003). 

Cooler global temperatures coupled to increasing frequency of
extreme weather events in the seventeenth century destabilized subsis-
tence economies even without the introduction of unfamiliar pathogens
(Fagan, 2000). In sum, we need not invoke the particular virulence of dis-
crete pathogens, nor the accidental vulnerability of a population to novel
infectious diseases. But demographic collapse in the Americas had glob-
al economic (Dean, 1995) and environmental/atmospheric (Ruddiman,
2003) consequences, whatever the pathways.



3.2. European Perceptions of New Disease Environments

The unfolding global environmental transformation shaped Europeans’
perceptions of disease and disease environments. In many colonial zones
natives were fast disappearing without any comment from European
observers. Dean (1995, p. 65) described such silences as ‘an endless chain
of complicity that enabled the neo-Europeans to claim the inheritance of an
empty land’. Jesuit missionary accounts in New England and in Brazil are
some of the few to express sustained regret and concern about the steady
decline of native American populations. Pacific island changes, which for
the most part began in the later eighteenth century, illustrate the massive
and aggressive role of western traders, extracting resources and spreading
chronic infectious diseases (syphilis and tuberculosis, especially) even
before the viral pathogens accelerated population decline (Bushnell, 1993;
McNeill, 1994; Igler, 2004). Interest in the mechanisms of ecological and
demographic collapse in the Pacific islands has increased over the last
decades because archaeological and historical analysis has been particu-
larly collaborative, and because the various archipelagos offer documenta-
tion of a variety of starting and accelerating conditions.

3.2.1. Observed Disease Differentials: a Stimulus to Disease Control

Disease globalization during the first global age is easier to discern
from our vantage point than it was at the time. Much as trade capitalized
on differences in prices, commodities, and markets, less demographical-
ly significant differences in mortality and morbidity were heightened for
contemporary observers during the first global age. Persisting across the
first three centuries of European overseas trade and colonization were
the high rates of shipboard mortality among sailors, and among early
colonists outside Europe. Disability and death from ‘sea scurvy’ compro-
mised military and exploratory missions from the sixteenth through the
eighteenth centuries. Some of the earliest clinical trials of different ther-
apies for scurvy, made by English ships’ surgeon James Lind in the 1750s,
stemmed from debates about the causes of mortality peculiar to those
long at sea (Carpenter, 1986). The higher social status of officers did not
necessarily protect them from this blight, but officers did have access to
more food on board, as well as began these voyages better nourished.

During these centuries, some physicians focused on the ways in which
particular built environments and occupations produced distinctive dis-
ease patterns. Traditional medical advice relied upon the avoidance of
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unhealthy environments and the consumption of food appropriate to the
individual’s humoral complexion, neither of which was an acceptable
strategy for dealing with the increasingly observed diseases of miners,
chimney sweeps, peat diggers, hatters, or cesspool cleaners – to name just
a few of the European occupational groups that attracted novel medical
observations at the time. In Great Britain dependence on coal for domes-
tic uses was widespread by the late sixteenth century (Wrigley, 2000) and
further contributed to the sense of human created, rather than naturally
occurring, patterns of disease experience (TeBracke, 1975). 

Native Americans’ dramatic vulnerabilities to smallpox and measles
led Europeans to early racial theories of human differences (Chaplin,
2001). When European colonists enslaved Africans to replace indigenous
laborers, racialized theories of varying mortality and morbidity were fur-
ther reinforced, because Africans were (wrongly) believed to be less vul-
nerable to ‘intermittent fever’ (malaria) and to yellow fever. Sugar culti-
vation in particular created new disease environments for all mosquito-
borne diseases, which McNeill links to broader changes in early modern
geopolitics (McNeill, 2005).

3.2.2. Novel Research on the Medical Uses of Plants

Commercially the most systematic observations of biological differ-
ences began in these centuries with the search for marketable botanical
drugs among the remedies and plants found outside Europe. American
guaiacum, hailed as a cure for the new ‘French pox’ was widely distrib-
uted in European markets before 1520, and facilitated the association of
syphilis with the newly discovered lands (Arrizabalaga et al., 1997).
Peruvian cinchona bark, containing alkaloids from which quinine would
be isolated in the 1820s and thus effective against malarial fevers, was
transported to Rome and used in clinical experiments within the hospital
of Santo Spirito (associated with the Vatican and the Collegio Romano)
before 1630 (Freedberg, 2002; Rocca, 2003). These and other examples
illustrate the useful observations of differences in disease experience as a
stimulus to novel therapeutic approaches and commercial pharmaceuti-
cal success (Schiebinger, 2005).

3.3. Realities of Disease Differentials in the First Global Age

Hoffman et al. (2002) analyze the extent to which strong variations in
standards of living occurred also on the European home front. While the



per capita incomes of middle and upper class Europeans rose steadily,
buoyed by trade wealth and slave labor colonies, in general the prices of
luxury goods fell relative to the prices of staples, fuel and rents. The rich
got richer, the urban poor visibly poorer (or at least shorter) (Floud et al.,
1990; Steckel, 2004). Some anthropometric and economic data from the
eighteenth and early nineteenth centuries suggest that rural poverty, par-
ticularly if individuals had access to milk products and could consume
some reliable portion of the crops they produced, may not have been as
pernicious to overall health as was the poverty of urbanization (Komlos
and Baten, 2004).

3.4. Smallpox: Inoculation to Vaccination

The most important therapeutic innovation of the first global age was
the European adoption of first inoculation (or variolation) and then
invention of vaccination against smallpox. Inoculation reinforced notions
that particular diseases might be caused by particular substances, rather
than by factors inhering within individuals or their specific environ-
ments. By the 1760s, physicians in French and English medical societies
undertook statistical investigations of the utility of smallpox inoculation
to populations, calculating survival and risk in cost-benefit terms
(Rusnock, 2002). In 1796, English physician Edward Jenner invented the
procedure of vaccination, offering a way to prevent creation of smallpox
epidemics in protecting populations. The real benefits of smallpox vacci-
nation occurred in the nineteenth century. Bantha and Dyson (1999) ana-
lyze the gradual and sequential imposition of variolation and vaccination
in British India during the nineteenth century, and are able to show how
smallpox alone caused between 16 and 24 percent of all deaths without
such intervention. As with plague epidemics in Europe, recurrent small-
pox epidemics made a significant contribution to demographic patterns
independent of Malthusian pressure on resources.

3.5. Eighteenth-Century Sanitary Campaigns

Europeans were increasingly unwilling to accept starkly demonstra-
ble mortality gradients. Rapid urbanization in Europe accompanied
wealth from trade and overseas colonies, and cities were sites of observ-
ably higher morbidity and mortality than were rural. In the eighteenth-
century elites launched great environmental campaigns to lower mortali-
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ty and confront both epidemic and epizootic diseases (Riley, 1985, 1989;
Wilkinson, 1992). The British also studied the population-level effects of
smallpox inoculation, demonstrating by the 1760s that lives were saved
and epidemic mortality reduced with inoculation (Rusnock, 2002).
French and Italian engineers at this time were especially skilful in studies
of water management, much of it in the service of urban street cleaning
and refuse removal (Guillerme, 1988). Throughout Europe both cities and
nation states systematized the collection of mortality statistics, causes of
death, and records of disease occurrence. 

The word statistics meant state management, and in an organic econ-
omy people and animals were essential components of a nation’s wealth.
European nation-states were not as successful in cooperative inter-
regional epidemic or famine management at this time as the Qing
Chinese state (Marks, 1998). But by the late eighteenth century limited
initial successes in the reduction of death and illness rates in Europe con-
vinced leaders that health was both a benefit and a measure of civiliza-
tion. Actual reduction in mortality was elusive, however, because
increased rural to urban migration with industrialization in the early
nineteenth century outpaced the benefits of early, rudimentary public
health interventions. Alter et al. (2004) show how industrial boom-towns
of eastern Belgium were overwhelmed by recurrent epidemics, because
public health housing and sanitation was not systematic until the later
nineteenth century.

4. GLOBAL CHANGE IN THE INDUSTRIAL AGE: PUBLIC HEALTH AND MEDICAL

MANAGEMENT OF EPIDEMICS

Industrial production created unprecedented wealth, quickly distin-
guishing human standard of living in industrializing nations from that in
the great agrarian empires. Industrial production also began irreversible
changes to global environments, first to the atmosphere, then to the
oceans (Kates et al., 1990; Crutzen and Steffen, 2003; Sieferle, 2001;
Andreae et al., 2004). This combined Western advantage was apparent to
all before the end of the nineteenth century, and education and sanitary
campaigns together reversed the longstanding demographic advantage
that rural communities had over towns and cities by the early twentieth
century; rural localities in the industrialized nations were the last to ben-
efit from great sanitation projects (Bourdelais, 2003). But within this



western, industrial context, sub-populations that were strongly disadvan-
taged socially and economically, such as African Americans in US cities
during the early twentieth century, were able to benefit disproportionate-
ly from public sanitary campaigns, because it was not technically feasible
to parse distribution of this social good (Troesken, 2004). Even British
laboring classes enjoyed significant rise in overall health status during
World War I, due to government investments in public health infrastruc-
ture and in well infant care (Winter, 1977). 

Wealth alone did not insure health improvements even in the nine-
teenth and early twentieth centuries: there is only a very weak association
between rising real wages and falling mortality levels. Kunitz and
Engerman (1992) argue that rising per capita income was not the under-
lying explanation for falling mortality rates. Szreter (1997) points out that
initially every industrializing region saw significant decline in population
health. Instead from 1830 to 1880, the fall in mortality and morbidity
from great infectious diseases and epidemics was the result of a national
sanitary reforms and internationally orchestrated interventions to pre-
vent the spread of feared epidemic diseases (Bourdelais, 2003; Baldwin,
1999). Large, public investments in sanitation and health education paid
great dividends in health improvement. 

These aggregate improvements in life expectancy partly masked per-
sisting health inequalities caused by imbalances in the distribution of
resources within rich nations. Riley (2001) emphasizes that industrial
wealth and Western approaches to epidemic control (barrier technolo-
gies, vaccination and other biomedical technologies, and public programs
based on a filth theory of disease) were not necessary routes for many
lesser-developed nations in creating parity in life expectancy. Health edu-
cation could be effective, even in poor nations (Riley, 2001). But as they
had done for centuries, great pandemics exposed underlying disparities in
risk and survival, even while generating the old fear that everyone was
now suddenly at risk. Various public and personal strategies to control
expected, understood risks might improve the prospects of longevity even
in poor nations. In wars, natural disasters, great epidemics, larger differ-
entials in health and disease were not as easily overcome. As Davis (2001)
illustrates, the profoundly different health experience of an emerging
‘Third World’ came sharply into view in colonial settings. Only after the
Second World War did rich nations make any concerted, large-scale
efforts to improve the health of these lesser-developed nations. Great
urban slums presently recreated the pre-conditions for health disasters as
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were seen in early nineteenth-century rapid urbanization (UN-Habitat,
2003; Davis, 2006).

None of the twentieth-century epidemics, including the great influen-
za pandemic, carried the mortality rates of recurrent plagues or even the
costs from endemic, virulent smallpox. Wealthy societies, buoyed by the
late nineteenth century optimism stemming from the germ theory of dis-
ease and successful public sanitary interventions, mobilized resources to
further the analysis of cause and transmission. In this section of the
paper, brief histories of pandemic cholera in the nineteenth century (at
the beginning of industrialization) and the influenza pandemic of 1918
(concluding the first, industrialized global war) illustrate both the mobi-
lization of collective resources to impede disease spread and the experi-
ence of differential mortality that both stimulated research and reflected
longstanding disparities in health. 

The histories of other great epidemics of the twentieth century, such as
the histories of poliomyelitis vaccination and the WHO’s malaria and small-
pox eradication campaigns, might also be used to reflect biomedical gains
that built on perceptions of geographical and seasonal differentials in mor-
tality, to control as well as understand epidemics. But other contributions
to this volume will explore in greater details the extent to which modern,
successful control of epidemics has not relied on anti-microbial cures.
Importantly, the successes and improvements of the human condition sub-
sequent to industrial production and the health transition thus far have sta-
tistically overshadowed losses from the ancient four horsemen: war,
famine, plague, and conquest. Nevertheless the twentieth century was one
of sickening destruction and loss of life from warfare. Although wartime
losses cause but brief reversals in the aggregate demographic patterns, wars
provide atypical and extreme environments for the spread of infectious dis-
ease epidemics such as the 1918 influenza. Modern war and epidemics is
also a topic beyond the scope of this overview.

4.1. Cholera Pandemics

We now know that Vibrio cholerae is globally distributed, particularly
through infection of copepods, the food source for much marine life. But
there is no written historical evidence of early, widespread cholera epi-
demics in the Indian Ocean trade zone (Arnold, 1991). Cholera suddenly
appeared in temporally discrete pandemics during the early nineteenth cen-
tury after the British consolidated their power in the Indian subcontinent.



Outbreaks initially called back into practice regional quarantine and other
barrier defenses, which authorities in Britain and France resisted as scien-
tifically-outdated and trade-unfriendly instruments of disease control
(Baldwin, 1999). These plague-style epidemic controls also required inter-
national political cooperation, which proved more difficult to achieve than
local and national improvements to general health (Bynum, 1993). 

Cholera’s clear origins in British India led the British to oppose many
traditional barrier technologies during cholera years (Maglen, 2002).
After the Suez Canal opened in 1869, and after further decreases in trav-
el time that railroads and steamships allowed, Western powers increas-
ingly saw the issues of cholera control as a matter of modifying quaran-
tine and isolation practices to minimize mercantile costs (Hardy, 1993).
Again they relegated application of such barriers to the Muslim nations
that geographically separated South Asia from Western Europe (Howard-
Jones, 1975; Fidler, 1999). Political solutions to global cholera pandemics,
imposed by the rich, industrializing nations along lines similar to later
plague controls once again created the sense of extra-territorial pest hous-
es, rather than a global disease and environmental phenomenon. 

Cholera also was viewed as an Asian invasion, rather than as either a
global phenomenon or a consequence of British trade development in the
Punjab. The evidence for global climate interconnectedness coalesced later
in the nineteenth century, in part as recurrent cholera pandemics seemed to
have some association with variations in monsoon rain patterns (Grove,
1998). ENSO [El Niño Southern Oscillation], first identified in the nineteenth
century by English surgeons and climatologists in collaboration with Indian
scholars, were noticed in part because epidemics of cholera could not be
easily associated with either of the two presumed determinants of epi-
demics: trade and urban crowding. In the first half of the nineteenth centu-
ry disruptions of seasonal monsoon rains could be linked to epidemics of
cholera. Later in the century, simultaneous, virulent malaria epidemics in
East Africa, South Asia, East Asia, and western South America coupled the
rain and oceanic patterns of the Indian and Pacific Oceans to the phenom-
enon of monsoon-related epidemics (Davis, 2001).

4.2. Public Health, Cholera, and Novel Sanitary Reforms within the
Industrializing Nations

Cholera’s appearance in western Europe in 1830-32, evoked heated
popular and scientific discussions of the origin and control of epidemic
diseases. First-affected regions (Russia, Prussia, and Eastern Europe)
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deployed draconian quarantine procedures to impede the spread of the
new disease, so that by the time the disease reached Paris and London,
public officials knew that costly, politically destabilizing quarantines were
not necessary (Baldwin, 1999). Knowing the futility of quarantining
cholera, French hygienists used the epidemic to test their hypothesis that
poverty caused higher morbidity and mortality. French public health had
a strong commitment to state responsibility for the health of citizens, so
hygienists heroically collected data door-to-door, as well as participated in
care of the stricken (Bourdelais, 2003; La Berge, 1992). Despite more than
18,000 deaths from cholera in the city and suburbs of Paris, in 1832, the
epidemic reinforced their conviction that polluted environments and non-
hygienic behaviors exacerbated mortality, and that without their efforts
the epidemic costs would have been much higher. 

Neither did the English want to see the return of plague-style controls.
Coming to power just after the first cholera epidemic, arguably the single
most important architect of modern public health control, Edwin
Chadwick, embraced a more restrictive view of the responsibilities of gov-
ernment than did the French. Advocating government-sponsored sanita-
tion projects, Chadwick resisted any notion that the state had to solve the
perennial problem of poverty in order to achieve protection from cholera
(Hamlin, 1998; Baldwin, 1999; Bourdelais, 2004). When the second pan-
demic of cholera returned to Europe in 1848-1854, new surveillance
mechanisms were in place. Cause-of-death reporting had become sys-
tematic, with debate settling now upon how those causes were to be
assessed and assigned. Chadwick and his allies were instrumental in
delimiting a focused approach on the provision of clean water, and the
construction of sewage systems. 

The second global cholera pandemic, 1848 to 1854, appeared at the
same time as new microscopes, fueling interest in specific cholera-caus-
ing substances. Political and social debate about the causes of cholera
mortality multiplied published data and discussion, which facilitated the
elegant early epidemiological studies of an otherwise obscure London
physician, John Snow (Carmichael and Moran, 2002). Snow’s implication
of water sources infected with a specific cholera substance was not wide-
ly appreciated until later in the century, with the more rigorous bacterio-
logical proof that Robert Koch provided in 1884 (Carter, 2003; Hardy,
1993). Meanwhile, sanitary reforms in Britain and France reinforced the
political and economic cost-benefit judgments of public health authori-
ties (Hamlin, 1998). In 1851 the French and English called into being the



first International Sanitary Commission to orchestrate Europe-wide
responses to epidemic threats from outside Europe; and the first epi-
demiological societies were created. By the 1860s, before the third
cholera pandemic of 1866, the English sanitarians created a radically
modified ‘English quarantine system’, further elaborated into the 1880s
(Hardy, 1993). Municipal sanitation created dramatic gains in survival for
individuals in the wealthy, industrializing West (Baldwin, 1999). 

Public health controls, by creating different expectations of health
and risk, reinforced Westerners’ sense of cultural superiority, when they
witnessed economically struggling, unsanitary, famished backwardness
of non-Western regions (Davis, 2001). Plague from 1894 to 1907 circled
the globe, illustrating with the return of this dreaded, ancient scourge,
that adherence to sanitation principles protected Europeans even when
they were living in great squalid colonial metropolises (Echenberg, 2002).

Some important global consequences resulted in the way that cholera
was handled in emerging international law. The first International
Sanitary Congress of 1851 had placed oversight of cholera surveillance in
the bailiwick of Ottoman Turkey and Egypt, regimes struggling to main-
tain economic prosperity in the rapidly changing world. Western nations
became increasingly deaf to the political and religious conditions facili-
tating epidemics, and excluded non-Western nations from participation
in international epidemic controls. Afkhami’s (1999) analysis of late-nine-
teenth-century Iranian attempts to implement Western public sanitation
and vaccination programs and his further work on cholera pandemics in
Iran shows how important programs sensitive to local culture and politi-
cal traditions were to the control of epidemics. Iranians not only did not
see cholera as a disease threat from the potentially revolutionary,
unwashed urban underclass, the importance that they placed on keeping
open pilgrimage routes for devout Muslims created absolute resistance to
Western plague protocols (Afkhami, 2003). 

Between 1851 and World War I, International Sanitary Congresses met
periodically to address feared, internationally spread epidemic diseases,
focusing on bubonic plague, tropical yellow fever, and cholera (Howard-
Jones, 1975; Bynum, 1993; Fidler, 1999). International legislation and pro-
tocols in the management of global epidemic threats were little revised even
by the League of Nations Health Organization or the subsequent World
Health Organization, and as a consequence stood as a somewhat archaic
scaffolding underlying political and legal approaches, only recently over-
come through WHO management of pandemic SARS (Fidler, 2004).
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4.3. Influenza 1918

The severity and extent of the influenza pandemic in late 1918 came as
a considerable surprise to medical and public health authorities through-
out the world. Over 25 million persons died worldwide, and in rich, indus-
trialized nations, the deaths among young adults were striking (Johnson
and Mueller, 2002; Langford, 2002; NAS, 2004). Despite an exponential
increase in ‘population flux’ – Cliff and Haggett (2004) create this measure-
ment of population mobility to describe the increasing transmission of
infectious diseases in the late nineteenth century – mortality rates in
Europe had plummeted during the half century before the pandemic.
Microbial causes and modes of transmission had been identified for most
bacterial and protozoan diseases responsible for the adult deaths.
Unanticipated measles epidemics among some of the World War I armies
challenged medical and public health authorities, but otherwise epidemic
infections among troops and on the home fronts were due to expected
increases of sexually transmitted diseases, plus waterborne and vector-
borne diseases (Smallman-Raynor and Cliff, 2004). In the US, wartime
research on infectious diseases was meanwhile viewed as an opportunity
for young investigators and clinicians, who might otherwise have traveled
to exotic locations for such experience (Byerly, 2005; Barry, 2005). 

Even today debate about the origins of the lethal strain of the influen-
za virus in 1918-19 is unresolved within both historical and scientific lit-
erature, providing a sophisticated and modern veneer to a story analo-
gous to that of syphilis in the early sixteenth century. Shrouded in mili-
tary secrecy, the focal appearances of virulent influenza cannot be dis-
cerned at the population level until late August, 1918. By then the name
‘Spanish influenza’, a French epithet for late spring cases of a severe,
pneumonia-associated influenza reported uniquely in Spanish newspa-
pers, had taken hold. Spanish journalists blamed the epidemic on French
troops (Echeverri, 2003). The US civilian population was largely unaware
of the Army camp deaths and high morbidity from pneumonia during the
late winter and early spring of 1918, and military and public health
authorities similarly suppressed reports of the widespread practice
among camp commanders, transferring morbidly ill soldiers by train to
other training camps (Barry, 2005; Byerly, 2005). 

Most authorities have accepted three distinct waves of influenza infec-
tion, beginning with sudden deaths in a Kansas (USA) army camp in March
1918 (Patterson and Pyle, 1991; Johnson and Mueller, 2002). The origins of



a second, more virulent mutation occurred somewhere during the late sum-
mer, and then spread from Brest, France (where US troops disembarked for
the Western Front); from Sierra Leone; and from a military camp outside
Boston. Crosby’s (1989) history linked the origins of the severe influenza
strain to the extraordinary survival environments of trench warfare and
chemical warfare, an explanation that has long carried moral weight. A
direct connection to the war has seemed plausible because of the degree of
filth and degradation to which front-line soldiers were subjected. As recent-
ly as a decade ago epidemiologist Paul Ewald (1994) argued that the
extraordinary virulence of the 1918 influenza strain is inconceivable with-
out the Western Front conditions. More recently virologist John Oxford
(2001) returned to accounts of severe pneumonia outbreaks in army camps
from 1915 to 1917, implicating one British camp in France as the area of
the new virus’s emergence, thus much earlier than the ‘three-wave’ model
postulates (Oxford, 2001). The balance of evidence about the pandemic’s
origins, however, still points to recombinant virus emergence in farming
communities of central North America, particularly in rural Kansas, and
thus is quite similar to instances of emergent infectious diseases today. In
particular, the route of a novel epizootic from rural settings to urban mar-
kets, and from there global distribution is quite similar to SARS ecology
and epidemiology (NAS, 2004). 

The war, nevertheless, exercised a considerable role in the spread of
the infection globally. ‘Population flux’ exaggerated mortality among
young adult males: all combatant nations had a strong gender imbalance
in influenza mortality. In all regional studies of the pandemic the spread
of infection (as noted in the timing of observed cases) flowed from mili-
tary enclaves and venues to civilian populations (Phillips and Killingray,
2003). The fundamental role of human contacts in the transmission of the
disease has been studied rather closely using evidence from the South
Pacific island nations. New Zealand and many of the island chains were
seeded through trade and returning troop ships. While larger ports took
some precautions, the young native men who provided labor services for
merchant ships were largely invisible to the rudimentary public health
observation, and so were permitted to travel from port to port as well as
return home once they became ill. Communities with few medical servic-
es, such as the Maori of New Zealand and the Society Islanders, were
especially hard hit in early November 1918 (Rallu, 1990). Australia’s pub-
lic health authorities, however, took advantage of the time differential
between information about the epidemic and the arrival of crowded troop
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ships. Specifically targeted maritime quarantine, followed by household
quarantines after soldiers disembarked, and military-style blockades
along thoroughfares to the Australian outback successfully broke both the
speed and the extent of the epidemic (Smallman-Raynor and Cliff, 2004;
McCracken and Curson, 2003). 

Secondly the war undermined civilian health indirectly, in the redi-
rection of medical resources and personnel to the war effort (van
Hartesveldt, 1992). Often the quantifiable aspects of a pandemic, includ-
ing relief efforts orchestrated by those in power, give an incomplete pic-
ture of both risks and mitigating interventions. Previously impoverished
areas remote from the conflict often suffered staggeringly high mortality
and morbidity, unless the obstacles to mobility were great. Thus detailed,
multidisciplinary local studies are now beginning to reveal these geo-
graphical and gendered differentials in influenza experience. For exam-
ples, access to female nursing care insured higher survival rates for many
victims in the United States (Bristow, 2003); but women closest to the war
front in France had much higher death rates than their male counterparts
at any age (Zylberman, 2003). Data summarized by Johnson and Mueller
(2002) illustrate further that overall mortality rates were much higher in
lesser developed nations and regions. 

The global reach of this epidemic had at least one positive effect, use-
ful to note in the current century. Military and civilian scientists in the
richest nations finally recognized the global interconnectedness of
human populations confronting some epidemics: remote outbreaks
became potential risks rather than research opportunities, and thus
necessitated surveillance and investments in health. 

CONCLUSION

This essay has offered a temporally very broad overview of human
experience with globally significant acute epidemic infectious diseases.
Past global climate changes, to the limited extent that they can be pin-
pointed with available evidence, appear not to determine the appearance
and severity of identifiable global pandemics in the past. Before industri-
alization the link between climate and great pandemics instead seems the
reverse: great depopulations may be linked to global cooling (Ruddiman,
2003; Ruddiman and Carmichael, 2006). But epidemics tend to play an
important role in the ability of human societies to recover, once the bal-



ance between accessible food and natural resources on the one hand, and
accessible human labor to exploit resources on the other, has been com-
promised. The realm of human ideas about catastrophic epidemics and
natural catastrophes, however, has played an even more significant role
in the gradual abandonment of religious ideas of a world-ending apoca-
lypse, and the acceptance of secular, scientific ideas of human progress. 

Global geophysical change is linked to the two radical changes in the
mode of production over human history, agricultural/pastoral and indus-
trial. Each transition came with initially high health costs, and in both
instances those costs were redistributed and reinforced through warfare
and differential access to resources. Here again mortality and morbidity
experience in the past is not neatly aligned to changing ideas of epidem-
ic causes. Since the Neolithic revolution, humans have largely assumed
poverty and wealth occurred naturally. Thus the privileged paid greater
attention to epidemics that could destabilize their power, particularly
acute epidemic diseases that struck rich and poor alike. But experience
first with recurrent plague in Europe, and then during the ‘first global
age’ when European overseas ventures created multiple new and striking
circumstances to observe disparities and differentials in mortality risks,
propelled scientific observation, analysis, and experimentation with inter-
ventions. The rapid differences in wealth that industrialization subse-
quently created reinforced a sense of cultural, rather than mere econom-
ic superiority, among Westerners subscribing to ideas of secular
‘progress’. Large-scale public health interventions within the West were
undertaken because rich individuals learned that their own health in
cholera epidemics could not be assured without such investment in sani-
tation. Aggressive surveillance, quarantines, vaccine development, and
enhanced barrier technologies – the methods of the plague centuries –
instead became the mode of epidemic response in western nations after
the murderous influenza of 1918. After World War II, new international
investments in disease eradication, economic development, education,
and environmental manipulations returned to the cholera lessons of nec-
essary public investment for private security.

The current challenges require cognizance of all these past approach-
es and fears. The most important historical and ethical issues to confront
today relate to the ways that humans with power over resources make
choices which determine the survival and well-being of those without
power (Davis, 2004; Farmer, 1999). Over the last ten thousand years,
human societies have displayed disappointing resistance to any truly
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equitable distribution of resources and risks. But success in the control
and mitigation of demographically punishing infectious diseases was
linked to ideas born in the perception of inequities and differentials in
health and disease experience. 

Most catastrophic declines in global population in the past were
regional, because access to resources was regional. Exhaustion of acces-
sible resources and the chronic attempts to address shortfalls in produc-
tion through warfare in the more remote past destabilized trade net-
works, exacerbating great epidemics. Economic stability is now deter-
mined globally. Thus re-establishing the means of supporting very large
populations after any acute, disruptive epidemic, even if does not reach
the levels of the great pandemics and epidemics of the agricultural era,
can pose protracted economic and public health challenges to recovery.
Also apocalypticism, re-emergent among fundamentalist religions as well
as in some ecological thinking, not only encourages inaction, it often car-
ries an unexpressed agenda for a future that does not acknowledge the
rights of all persons to exist within it. 

Human choices and human actions have mattered. Pre-twentieth-cen-
tury European history has a special place in the larger story of infectious
diseases and global change in many well-known aspects: industrial pro-
duction, the scientific method of inquiry, surveillance, isolation and con-
tainment practices in the management of epidemics, and the environ-
mental sanitation approach to ongoing disease control. All of these were
successes in part because governments subscribed to the public health
investments and invested resources beyond those that individuals could
make. In democracies of Europe and North America, tax payers rational-
ly concluded that their own, individual well-being was more precarious if
such investment in sanitary infrastructure was not made. 

Finally, this essay has emphasized some novel early modern underly-
ing ideas preceding industrialization: the rejection of bounded time, lead-
ing to the acceptance of obligations to future generations rather than the
past; the idea of contagion, leading to the creation of boundary technolo-
gies to impede the rapid transmission of infectious disease; and the step-
wise awareness and analysis of differential patterns in mortality and mor-
bidity, seen first when Europeans understood that plague was not univer-
sal and elaborated as they expanded during the first global age, 1500 to
1850 CE. These novel ideas link also in these centuries to political ideas of
justice and liberty that could not be discussed here. 
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ATMOSPHERIC BROWN CLOUDS:
HEALTH, CLIMATE AND AGRICULTURE IMPACTS
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1. AEROSOLS OR PARTICLES IN THE AIR

Aerosols or atmospheric particles are either in solid form, such as dust
or sea salt, or in liquid form, such as sulfates, nitrates or organics dissolved
in water. Nature produces aerosols in the form of sea salt, mineral dust, sul-
fates and nitrates. Human activities either emit gaseous precursors, such as
SO2 and NOx which get converted into particles through chemical process-
es, or directly emit particles such as soot, which is a mixture of elemental
carbon and organics. The concentrations of natural aerosols in pristine air
are typically around 100 to 1000 particles per cc in continental air and
about 100 to 500 per cc in marine air. It is now increasingly difficult, if not
impossible, to find such pristine air. In most regions of the northern hemi-
sphere, including over the oceans, the concentrations are larger by factors
ranging from two to ten. Humans add particles to the air by a variety of
actions, including the burning of biofuels and fossil fuels for cooking pur-
poses, the consumption of fossil fuel for energy, the clearing of forests, and
land use modification, to name a few. 

2. ATMOSPHERIC BROWN CLOUDS

Coincident with greenhouse gas warming is the appearance of atmos-
pheric brown clouds. If greenhouse gases, such as CO2, are the ultimate
end product of fossil fuel burning, then particulates in the air represent
an intermediate phase. The brownish color in the haze (Fig. 1, see page
397) is due to the absorption and the scattering of visible solar radiation
by black carbon, fly ash, soil dust and NO2. During the Indian Ocean



Experiment (INDOEX), widespread brown clouds, about 3 km thick,
were found over most of the Arabian Sea, Bay of Bengal and N. Indian
Ocean (Ramanathan et al., 2001a). Subsequently, a new NASA satellite
instrument (MODIS) has identified (Kaufman et al., 2002 and Ramanathan
and Ramana, 2003) such widespread brown clouds over most industrial-
ized regions of the world (see Figure 2, page 397; also see Molina and
Molina, 2002).

Particle trajectories using observed winds clearly reveal how particles
emitted in one continent can travel to another continent across the
oceans in about a week (Fig. 3, see page 398). 

This is significant because the lifetimes of most aerosols are in the
order of one to two weeks. For example, model simulations (Fig. 4, see
page 398) show that black carbon emitted in East Asia can travel to N.
America and increase BC concentrations over N. America by as much as
75%. The fact that indeed such transport was occurring was shown by
Roberts et al., (2006) using aircraft data (Fig. 5). The aircraft data for the
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Figure 5. Long-range transport of E. Asian aerosols as measured off the coast of Trinidad
in N. California on April 1, 2004 from a research aircraft during a campaign conducted
by the author. The left hand panel shows the total aerosol number concentration, while
the right hand panel shows the aerosol concentration between 0.1 micrometer to 3.5
micrometer. The unit for the horizontal axis is number/cm3. The vertical axis is altitude
in meters. The particles due to long-range transport are seen in the layer between 3000
m to 3700 m altitude.
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concentration of aerosol number concentration was collected over the
west coast of the USA adjacent to the Sierra mountain range (shown on
the background photo) and reveals that the transport occurs in narrowly
confined layers (see the concentration spikes seen at 3 km in the left panel
and at 3.5 km in the right hand panel).

In February 1999, over 200 scientists from Europe, India and the USA
gathered in the islands of the Maldives to conduct the Indian Ocean
Experiment (INDOEX; http://www.indoex.ucsd.edu/publications/). The
interdisciplinary and comprehensive data gathered from several aircraft,
ships, surface stations and satellites (Ramanathan et al., 2001a) helped fore-
warn the world (UNEP Report 2002) of a potentially major environmental
problem facing the Asian region and the world. INDOEX revealed the so-
called brown cloud phenomenon (see Fig. 1 from Ramanathan and
Ramana, 2002) spreading from the Himalayas all the way over the N. Indian
Ocean region. INDOEX collected direct evidence that manmade particles
travel several thousand kilometers across the ocean (Fig. 6, see page 399).
Particles were captured on filter papers from aircraft flying into the plume
and subsequently analyzed in the laboratory (courtesy of J. Anderson,
Arizona State Univ.). Photographs from corresponding regions were taken
from the aircraft. Fig. 6 shows clearly that the haze layer extends from the
Arabian sea (7ºN in the top panel) into the southern Indian Ocean up to
about 6.6ºS, and microscope pictures reveal soot attached to the particles in
the brown clouds, whereas particles from the pristine southern Indian
Ocean (bottom panel) south of 8ºS, which is free of haze (as revealed by the
blue skies seen in the photo) is also free of soot as revealed by lack of irreg-
ular soot clusters on the particles. The particles on this electron microscope
image are natural sea salt particles from the sea surface.

The major finding of INDOEX was that the brown clouds reduced the
seasonal averaged solar radiation reaching the sea surface by as much
10% (Satheesh and Ramanathan, 2000) and this phenomenon is dis-
cussed later in this paper under the ‘Dimming Section’. The brown cloud
induced dimming has a large impact on the radiative heating of the
region (Ramanathan et al., 2001a and b). The impact on the regional gas
phase chemistry of the region (Lelieveld et al., 2001) was also large. The
fundamental message from INDOEX is that due to long-range transport,
what we normally associate with urban haze can span an entire continent
plus an ocean basin (see Fig. 2, page 397). Both fossil fuel and biomass
burning contribute to the particles in the haze. The persistence of the
haze during the long dry season from November to May, its black carbon



content, the large perturbation to the radiative energy budget of the region
and its simulated impact on the monsoon rainfall distribution have signif-
icant implications to the regional and global water budget, agriculture and
health (Ramanathan et al., 2001b). The logical implication is that air pollu-
tion and climate changes are intricately linked and should be addressed
under one common framework, which gave rise to the creation of the
Atmospheric Brown Clouds project by UNEP (see Ramanathan and
Crutzen in http://www.atmosphericbrowncloud.ucsd.edu/).

Why is the air pollution problem more widespread and acute in the
Tropics? The brown haze is a particularly severe problem over the tropics
due to a variety of reasons. The large increase in emissions of aerosols
and their precursors is an important reason. For example emissions of
SO2 in South Asia have increased by a factor of 3 to 4 since 1970.
However, SO2 emissions from S. Asia are only 25% of the US emissions.
Hence other factors have to be invoked to account for the thickness and
extent of the haze. Organic and black carbon and fly ash contribute more
than SO2 to the haze in Asia. The other important contributor is the
unique meteorology of the tropics and the subtropics (including S. Asia)
which leads to a long dry season extending from late fall and winter until
spring. The dryness is caused by subsidence, which precludes the wet
removal of haze particles by rain. In the mid and high latitudes, the
absence of a long dry season, and seasonally distributed rainfall (and
snow fall) cleans the atmosphere more efficiently.

3. DIRECT IMPACTS OF ABCS

3.1. Human Health

The most direct and important influence of aerosols is on human
health. Aerosols are inhaled and ingested in the lungs and cause acute res-
piratory infections, chronic obstructive pulmonary disease and lung can-
cer. Public health experts have long suspected that particulates cause res-
piratory and other health problems. What is new is that they are now
linked convincingly with fatalities. Worldwide, aerosols resulting from
indoor and outdoor air pollution lead to about 1.6 million premature
deaths annually (Smith, 2002). In India alone about 400 to 550 premature
deaths are attributed to inhalation of air pollution and particles from the
use of biomass fuels for cooking (Smith, 2000).
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3.2. Reduction of Photosynthetically Active Radiation (PAR) at the Surface

Another potentially important environmental effect of ABCs is their
large effect in reducing the total (direct + diffuse) PAR (Fig. 7 from
Meywerk and Ramanathan, 2002). The brown clouds over the Arabian
Sea decreased direct PAR by 40% to 70%, but enhanced the diffuse PAR
substantially, with a net reduction in total PAR by as much 10% to 30%.
The potential impact of large reductions in direct PAR and corresponding
enhancements in diffuse PAR accompanied by net reduction in total
(direct + diffuse) PAR on marine and terrestrial photosynthesis and on
agriculture productivity (Chameides et al., 2002; Stanhill and Cohen,
2001) have not been adequately studied. Similar changes in the UV spec-
trum due to ABCs need to be established which may have health effects
due to the potential importance of UVB in producing Vitamin D (Garland
and Garland, 1980; Gorham et al., 1989).

Nucleation of more cloud drops and suppression of precipitation efficien-
cy: Aerosols, in particular sulfates, larger than 0.1µm provide the necessary
nuclei for all cloud drops and ice crystals. Organic aerosols also serve as
cloud condensation nuclei in par with the role of sulfate particles. Trace
amounts of soluble gases and organic substances in air pollution can ampli-

Figure 7. Decrease in solar radiation as a function of wavelength due to brown clouds as
measured directly by a grating spectrometer in the Arabian sea during INDOEX. As
shown the maximum decrease is seen in the PAR (400 to 700 nm) region. Source:
Meywerk and Ramanathan, 2003.



fy the CCN activity of small aerosols and have led to an increase in the num-
ber of cloud drops. There is now a substantial body of in-situ aircraft obser-
vations of continental and marine clouds that show that anthropogenic
aerosols enhance CCN and cloud drop number density (Fig. 8, see page 399).
By nucleating more cloud drops, aerosols increase the reflection of solar
radiation by clouds, which adds to the surface cooling effect. This effect is
known as the indirect forcing. In INDOEX it was shown by direct aircraft
measurements that the trade cumulus and strato-cumulus clouds in the pol-
luted Arabian Sea had six times as many cloud drops as the pristine clouds
south of the ITCZ. Another major effect of increasing the concentrations of
cloud droplets is a reduction in the size of drops since they are competing
for the water available for condensation. Increase in aerosols can nucleate
copious amounts of small droplets. The small drops coalesce very ineffi-
ciently into raindrops, which can inhibit the formation of larger raindrops
and decrease precipitation efficiency (Andreae et al., 2004), one consequence
of which is suppression of rain over polluted regions. This was recently con-
firmed by satellite observations from the Tropical Rainfall Measuring
Mission (TRMM), showing tracks of reduced cloud particles emanating
from forest fires and from pollution sources such as coal power plants,
refineries, smelters and urban areas (Rosenfeld, 2000). 

3.3. Wet Deposition (Acid Rain)

Aerosols such as sulfates, nitrates and organic acids are incorporated
into raindrops either as nuclei or by scavenging, and are removed from
the atmosphere during rainfall. A raindrop in a clean atmosphere has a
pH of about 5.6, but during wet deposition of pollution aerosols the pH
drops, i.e., rain becomes acidic. There is a vast literature on environmen-
tal damages due to acid rain (e.g., see review in Seinfeld and Pandis,
1998), and the acid rain problem constitutes another major environmen-
tal threat from brown clouds (e.g. see Molina and Molina, 2002).

3.4. Global Dimming

Aerosols, by scattering/absorbing solar radiation and emitting/absorbing
long wave (IR) radiation, change the radiation fluxes at the surface and the
top of the atmosphere, thereby significantly perturbing the atmospheric
absorption of solar radiation. These aerosol-induced changes in the radiation
budget are referred to as the direct forcing. At the surface, aerosols decrease
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the direct solar beam and enhance the diffuse solar radiation, and both of
these effects have been measured during INDOEX (Ramanathan et al.,
2001a). Black carbon, which strongly absorbs solar radiation, plays a major
role in the forcing by partially shielding the surface from the intense tropical
solar radiation. This shielding effect of BC amplifies the surface radiative
forcing due to all other manmade aerosols (sulfates, organics, nitrates, fly
ash) by a factor of two or more in cloudy skies. BC over the northern Indian
Ocean and the Arabian Sea (during the INDOEX measurement campaign)
contributed as much as 10% to 14% to aerosol mass (Mayol-Bracero et al.,
2002), compared with about 5% in the suburban regions of Europe and N.
America. The black carbon and other species in the haze reduce the average
solar radiative heating of the ocean by as much as 10% and enhance the
atmospheric solar radiative heating by 50 to 100%. For comparison, the per-
turbation to the regional IR radiation budget (the greenhouse effect) by the
observed increase in CO2 and other greenhouse gases is about 3 W m-2, equiv-
alent to a 1.5% increase in the solar heating of the ocean.

Large reduction of the seasonal averaged solar radiation of the order
of 10% or larger (due to anthropogenic aerosols) is not restricted to S.
Asia. It has now been observed in many regions of the planet including E.
Asia, the Atlantic, Western Pacific, Mediterranean, in Europe, N. and S.
America and Africa (see summary in Ramanathan and Ramana, 2003).
More recently we have observed reduction of 10 to 15% in the Himalayas.
Given such large observed reduction in solar radiation due to brown
clouds, we would anticipate that the planet has become dimmer with
time, since emissions of brown cloud particles (notably sulfates and black
carbon) have changed substantially with time (Fig. 9, see page 400).
Long-term negative trends in surface solar irradiance have been observed
by surface radiometers worldwide over land. The reported trends in the
annual mean irradiance vary from -5% (10 W m-2) between 1958 to 1985
for all land stations (48) to about -1 to -3% per decade for the last four
decades over many of the 1500 stations in the GEBA data sets (Stanhill
and Cohen, 2001). More recently it has been observed (Wild et al., 2005)
that several stations in N. America and western Europe have seen a rever-
sal in the dimming trend since the 1980s, consistent with reductions in
sulfur and BC emissions (Fig. 9). However, India and China are witness-
ing an unabated continuation of the dimming trend into the twentieth
century. Surface solar insolation over Indian stations has decreased by 10
W m-2 from 1970 to 2004 (Ramanathan et al., 2005), and in China it has
decreased by about 15 W m-2 from 1954 to 2001 (Qian et al., 2006). 



The effect of ABCs on surface solar radiation is prevalent over most
parts of the globe today and has been estimated by us for the period 2000
to 2004 using modern satellite and surface data gathered around the
world (Fig. 10, page 400). It ranges from a reduction of 3 to 12 W m-2 over
many parts of N. America and Europe and from 6 to 25 W m-2 over Asia,
Africa and S. America. The potential consequences of this dimming effect
on climate are discussed next. 

4. IMPACT ON CLIMATE AND WATER BUDGET

4.1. Masking of Global Warming

The surface dimming due to ABCs has a surface cooling effect, which
should have masked some of the surface warming due to greenhouse gases.
The magnitude of this masking effect is one of the central problems in cli-
mate change with significant implications for future climate changes and
policy responses to global warming (Andreae et al., 2005). The extent of
global warming is not fully reflected in the Earth’s observed surface tem-
peratures. The additional heat trapped by the increase in greenhouse gases
from the late nineteenth century to the present time should have commit-
ted the planet to a global warming in the range of 1ºC to 3ºC (see
Ramanathan, 1988 for an explanation of the term committed warming). The
observed global surface warming is only about 0.6 K, i.e., only about 20%
to 60% of the committed warming (depending on whether we use 3 K or 1
K for the committed warming). Some of this warming has been masked by
the dimming due to brown clouds and the remaining heat is stored in the
depths of the ocean to be released in the coming decades to centuries.
Through the process of convective overturning, oceans transfer infrared
energy to their deepest layers and hold the heat, delaying the impact of
global warming. Whether this stored heat will warm the atmosphere in a
few decades or a few centuries is unknown. 

Current estimates of the ABC masking effect range from 30% to as high
as 75% (Crutzen and Ramanathan, 2003; also see Andreae et al. in this issue
for a more detailed consideration of the aerosols’ masking effect). The fun-
damental issue with this large range of uncertainty of the masking effect is
that, policies to reduce ABCs (due to their effects on health, acid rain and
agriculture) will unmask the cooling effect of ABCs quickly and have a
potentially large effect in the acceleration of global warming. This is
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because the lifetime of ABCs is a few weeks and hence their masking effect
will diminish as soon as their emissions are curtailed, whereas GHGs will
respond to emission reduction policies on decadal to century time scales.
Without a better quantification of the masking effect of ABCs, we would not
know whether warming in the coming decades (if it were to occur) is due
to the unmasking effect of ABCs (by efforts of cleaning up in Asia for exam-
ple), or due to release of stored greenhouse heating in the oceans, or con-
tinued increase in emission of greenhouse gases. In the meantime, every
decade we delay in taking action, we are committing the planet to addi-
tional warming that future generations have to deal with.

4.2. Global Scale Drying

Global mean land average precipitation (P) decreased by about 2.4%
from 1947 to 1996 (Hulme et al., 1998). The long-term precipitation trends
for the global oceans are unknown due to lack of data. The large warming
witnessed during the last 50 years was not accompanied by an increase in
precipitation. On the other hand, climate models which include greenhouse
forcing suggest an increase in global rainfall with surface warming since
the warmer oceans evaporate more moisture which subsequently reaches
the surface as rainfall. Increased rainfall does not automatically imply
increased availability of surface water, however, since in a warmer climate
evaporation of surface moisture is also accelerated.

The primary mechanism by which aerosols reduce global mean rain-
fall is by reducing the solar radiation reaching the surface of the earth
(supporting online material). Direct observations revealed that the pres-
ence of absorbing black carbon magnified by a factor of 2 to 3, the reduc-
tion of solar radiation due to sulfates and other scattering aerosols. A
reduction in the surface solar radiation can slow down the atmospheric
hydrological cycle and reduce rainfall because roughly 75% of the global-
ly averaged radiative heating of the surface is balanced by evaporation.

4.3. Regional Climate, Monsoon Rainfall and Water Budget Effects

In addition to their effect on global mean rainfall, ABCs alter the spa-
tial gradient in surface and atmosphere solar heating (see Fig. 10) which
leads to significant regional impacts, particularly on the S. Asian mon-
soon impacting over 2 billion Asians (Ramanathan et al. 2005, hereafter
referred to as R2005). The link between aerosols and rainfall has been



suggested for selected regions, including the well-known Sahelian
drought (Rotstayn and Lohmann, 2002), the north-south shift in the East
Asian monsoon (Menon et al., 2002), and the South Asian region (Chung
et al,. 2002; R2005). I will focus on the impact of ABCs on the S. Asian
monsoon since it has not only been examined extensively by us (Chung et
al., 2002; Chung and Ramanathan, 2003; R2005; Chung and Ramanathan
2006) but also impacts over a billion S. Asians. ABCs impact the monsoon
circulation and climate through several distinctively different processes.

1) The dimming of the N. Indian Ocean and S. Asia decreases surface
evaporation from the ocean (see Fig. 2 of R2005) and since the primary
fuel for the monsoon rainfall is evaporation of moisture from the N.
Indian Ocean (including the Arabian Sea and Bay of Bengal), this has a
direct influence in reducing monsoon circulation and rainfall.

2) The dimming by ABCs is accompanied by a large increase in atmos-
pheric solar heating (by 50% to 100%) which tends to stabilize the sur-
face-atmosphere system by cooling the surface and warming the atmos-
phere. This redistribution of sunlight causes warmer air to overlie the
colder surfaces. This increase in atmospheric stability, which has been
observed using microwave satellite data (see Fig. 4 of R2005), tends to
suppress convective cloud formation and rainfall. The increased atmos-
pheric stability during the dry season can also decrease the ventilation of
the pollution away from the boundary layer leading to increased occur-
rences of pollution events and fog formation.

3) Since ABCs and their dimming effects are predominantly concen-
trated in the N. Indian Ocean (NIO), Arabian Sea and Bay of Bengal (due
to their proximity to pollution sources in S and SE Asia) with minimal
effects in the S. Indian Ocean (see Fig. 10), ABC induced dimming sup-
presses the sea surface temperatures (SSTs) north of the equator while
allowing the S. Indian Ocean (SIO) to warm in response to the green-
house warming (R2005). Observed sea surface temperatures reveal that
this differential masking of the N. Indian Ocean SSTs is indeed happen-
ing (Chung and Ramanathan 2006). For example, 50 year trends (from
1950 to 2000) in observed SSTs reveal tropical SIO warming by as much
as 0.7 K while the trend is much smaller in the NIO with an almost zero
warming trend in the N. Arabian Sea and N. Bay of Bengal. Since deep
convection and tropical rain bands gravitate toward warmer oceans, cli-
mate model simulations suggest that the differential warming trend has
led to a slowing down of the monsoon circulation resulting in decreased
rainfall over land regions (S. Asia) and increase in oceanic rainfall over
the southern tropical Indian Ocean. 
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The monsoon rainfall over India has decreased since the 1950s and
our studies suggest that ABCs may be the primary driver of this negative
trend. Clearly more studies of this important influence of ABCs are
required to confirm these findings. Impact on the monsoon circulation
has potentially a large impact on S. Asian agriculture, since monsoon
rainfall correlates linearly with rice production (Webster et al., 2002). The
impact of the haze on monsoon rainfall provides another strong rationale
for reducing air pollution in the developing nations. 

SUMMARY

Manmade particles in ABCs lead to about 1.6 million deaths annual-
ly, decrease photosynthetically active solar radiation, have direct agricul-
tural impacts, lead to a large dimming of the planet, decrease the precip-
itating efficiency of clouds, stabilize the surface-atmosphere system dur-
ing dry seasons, alter sea surface temperature gradients, alter regional
rainfall patterns, and lead to global cooling and drying. In addition, the
ASIAN monsoon system affecting the lives of over 2 billion people is vul-
nerable to ABCs. The only positive thing that can be said about ABCs is
that their lifetime is only about a few weeks long which implies that
actions to regulate their emissions will result in immediate benefits.
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GLOBAL CHANGES IN AQUATIC SYSTEMS AND THEIR
INTERRELATIONS WITH HUMAN HEALTH

MICHEL H. MEYBECK

Aquatic systems are commonly considered to be essential determi-
nants of human health, for example through multiple water-related dis-
eases that affect the lives of some hundred million people or through their
impact on food supplies, water-related safety, personal hygiene, etc.
(Unesco, 1992; McMichael et al., 1996; Gleick, 1993; McMichael, 2003).
Continental aquatic systems (CAS) include streams, rivers, wetlands,
lakes, ground waters, coastal wetlands and estuaries in their broader
sense (e.g., deltas, tidal estuaries). These systems are regarded by econo-
mists and water sector industrialists as essential water sources for most
human needs and activities. For Earth System scientists, CAS are also
looked at in terms of fluxes, reservoirs and cycles of materials, such as
water, carbon, nutrients, ions, metals, sediments, shaping the surface of
continents and feeding the coastal zone (Garrels et al., 1973; Berner and
Berner, 1987; Steffen et al., 2004). These cycles are controlled by process-
es such as water balance, atmospheric inputs, soil leaching and erosion,
chemical weathering, biological uptake, flow routing, food web cycling,
and particulates retention (Berner and Berner, 1987; Schlesinger, 1997;
Meybeck and Vörösmarty, 2005).

Continental aquatic systems have gradually changed since the very
early development of humanity, with the first irrigated fields and their
related dams and reservoirs, and with the first agricultural drainage. In
addition to water use in agriculture, most other human activities use con-
tinental waters and in return are impacting them at the local to regional
scale in quantitative ways (e.g., water balance, river discharge) or in qual-
itative ways (e.g., pollution, habitat change, aquatic biota modification).
Pristine CAS are now seldom found, as less than 17% of the present-day
continental surface can be considered to be without a direct human foot-



print (Sanderson et al., 2002). Most of this pristine land is actually found
in desert regions, where CAS are actually very limited, as in the Sahara,
Central Australia, Central Asia and the Kalahari. Pristine river basins are
limited to some boreal regions of Siberia and North America, and to the
Amazon and Congo basins.

These local to regional impacts are now combined with global envi-
ronmental changes, such as climate change and sea level rise, which both
occur at the global level and which have begun to influence all aquatic
systems on land (Kabat et al., 2004) and those at the land/sea interface
(Crossland et al., 2005). Although the present extent of climate change
impact on river basins is difficult to establish and to differentiate from
direct human impacts such as damming (Dynesius and Nilsson, 1994) or
irrigation (Gleick et al., 2001), most scientists are convinced that the next
20 to 50 years will see major changes of the water balance at local to glob-
al scales due to climate change, and that sea level will gradually rise
(Kabat et al., 2004; Steffen et al., 2004).

In addition to global environmental changes, the last one or two hun-
dred years have also been characterized by accelerated human changes
across the planet such as population development, economic changes,
technical innovations, and social and political changes (Steffen et al.,
2004). In the human health sector, other major global changes should also
be considered, such as human behavior, health care, public infrastruc-
ture, global circulation of humans, animals, food, and their related dis-
eases. All these changes are now considered as part of global change,
which has been accelerating over the last fifty years. Recently Paul
Crutzen (2002) defined this present-day Earth System as the
Anthropocene, the new geologic era following the Holocene (the last
10,000 years), in which human control on Earth Systems dynamics, par-
ticularly climate, is now equal to or exceeds the natural forcing, e.g., solar
radiation and the internal heat of the Earth.

Many aspects of climate change and health have been extensively
treated within the IPCC and by UN agencies such as WHO, WMO and
UNEP (Unesco, 1992; McMichael et al., 1996; McMichael, 2003), and by
Gleick et al. (2001) and will be summed up in Section 6 of this paper after
a short presentation (Sections 1-3) of health issues related to aquatic sys-
tems. The core of this paper is devoted to the direct influence of humans
on aquatic systems, which is far more important and which proceeds
faster than climate change impacts (Meybeck and Vörösmarty, 2005;
Vörösmarty and Meybeck, 2004). The quality of water and of aquatic sys-
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tems is specifically addressed (Sections 4 to 6) although its global assess-
ment is difficult due to lack of relevant data. Finally, in Section 7, I am
proposing some possible scenarios for the future evolution of aquatic sys-
tems in the Anthropocene, particularly for water quality, in relation to
various human responses to changes.

1. HEALTH ISSUES IN NATURAL AQUATIC SYSTEMS

Under natural conditions, aquatic systems do not always facilitate
human development and good health. Three major types of health issues
are identified here (Table 1, Figure 1): (i) problems related to chemical
composition of water resources in natural conditions; (ii) problems relat-
ed to the occurrence of illness vectors such as insects, snails, bacteria,
viruses and other microorganisms; (iii) problems related to drought and
flood risks, which will be addressed in the next section together with
droughts and floods generated by climate change.

The natural water chemistry of continental waters can be very vari-
able (Meybeck, 1998, 2003a). The total dissolved solids (TDS sum of
major ions) may range from 0.1 to 10 g/L in streams and rivers and reach
up to 400 g/L in saline lakes such as the Dead Sea. However, most rivers
and open lakes have a TDS content much less than 3 g/L, which is fit for
human consumption. Exceptions are noted for springs and small river
basins (Figure 1, b) underlain by rare rocks types such as pyritic shales,
gypsum and rock salt; for these waters the dominating Ca2+ and HCO3

-

ions may be replaced by Na+-Cl- or Mg2+-SO4
2- ionic associations, which

are much less appropriate for drinking. In semi-arid and arid regions, the
surface waters are gradually evaporated (Figure 1, c). This results in an
increase of TDS and enrichment of Na+, Mg2+, Cl-, and SO4

2- which some-
times exceeds the WHO water quality criteria. Some extreme water bod-
ies do not allow most water uses, including use as drinking water, and yet
have a very high conservation and biodiversity value. Unique waters, with
very high dissolved organic carbon (DOC) contents (peat bogs), very low
pH (pH 1 for Lake Kawah Idjen, Indonesia), or very high pH (pH 12 in
Lake Bogoria, Kenya) or hypersalinity (Dead Sea, Kara Bogaz), may host
very resistant and generally endemic species.

Groundwaters are generally more mineralized than surface waters,
consequently water quality criteria are more often exceeded. In some
groundwaters, fluoride or arsenic-containing rocks may release these ele-



ments when pumped at the surface. These water quality issues are found
at the regional level and may affect hundred of thousands to a million
people as in Tanzania, Senegal, and Rajasthan for fluorosis, and in Chile
and Bangladesh for arsenic poisoning (Chilton, 1989).

In regions far from the inputs of marine aerosols that naturally provide
iodine, deficiencies of this element in water may put hundreds of millions of
people at risk of goiter, as in Central China (Meybeck et al., 1989). In contrast,
the marine intrusion of sea salt into coastal aquifers, particularly in deltas, is
a natural limitation of most water uses, including drinking (Figure 1, d).
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Figure 1. Schematic landscape view of continental aquatic systems and related health
issues in natural conditions (# a to X, see Table 1).
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TABLE 1. HEALTH IMPACTS INDUCED BY AQUATIC SYSTEMS IN NATURAL CONDITIONS (Coding
refers to Figure 1 and Table 1).

(1) 1990s statistics (Unesco, 1992 with update according to McMichael et al., 1996)



Most vectors of water-related diseases are found in humid tropical
regions and, less often in temperate regions (McMichael et al., 1996).
Mosquitoes which are the vectors of filiariasis, malaria, yellow fever and
dengue (Table 1) can be found in all types of wetlands, either located in the
upper course of a river basin, the middle course or in the coastal zone
(Figure 1, a). Freshwater snails that host schistosomiasis-transmitting
trematodes are commonly found in tropical ponds and irrigated areas.
Black flies that propagate onchocerciasis were common in West African
middle sized rivers until a major WHO sponsored program limited their
development. Cyclops, a tiny crustacean propagating dracunculiasis, is
common in Africa. There is also now growing evidence that cholera out-
breaks are linked to the development of multiple Vibrio cholera hosts in
some aquatic systems such as blue-green algae and coastal copepod zoo-
plankton (see next section on meteorological extremes). Further informa-
tion can be found in the reports by Wilson (2001) and by McMichael (2003).

2. HEALTH ISSUES INDUCED BY CLIMATE CHANGE AND SEA LEVEL RISE

Climate change and health issues have been extensively reviewed in
the last decade particularly within the Intergovernmental Panel on
Climate Change (IPCC) and at WHO (McMichael et al., 1996; McMichael,
2003). I focus here more on (i) the gradual changes of the water balance
and its related impact on land cover and (ii) on extreme meteorological
and hydrological impacts.

The longest records for river discharge reach back 100 years. While
direct impacts from water use are evident for this period (see next sections)
(Vörösmarty and Meybeck, 2004), it is difficult to draw a global picture of
hydrological changes due to climate change. For instance, the analysis of
very diverse rivers such as the Athabaska (N.E. Canada), N. Dvina
(European Russia), Lena (Siberia), Niagara (N. America), Parana (S.
America), Congo and Amazon does not show definite trends for the 1900-
1990 period. In dry and semi-arid regions, cyclic natural variations are
observed, as for the Niger River discharge (W. Africa) (Laraque et al., 2001),
Lake Chad levels (Central Africa) (Lemoalle, 2004), and Moroccan Rivers
discharging SE to the Sahara. The Central Asia regions from the Gobi
desert to the Caspian also show very variable runoff with relatively limited
climate variability over the last hundred years: the Gobi was drained by the
Kerulen River in Mongolia, which was connected to the Amur River basin
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in the 1900s, and the Amu Darya river had been connecting the Aral and
Caspian Seas through the Uzboi channel some 3000 years ago (Aladin et al.,
2004). Both river basins had very different and more humid waterscapes
from what was observed in the 20th century.

The expected hydrological changes linked to climate change and their
impact on human health and on Earth System functions (e.g., carbon bal-
ance, fluvial morphology, and aquatic biodiversity) are presented in Table
2 and in Figure 2, using a river basin structure identical to the one of

Figure 2. Schematic landscape view of continental aquatic systems and related health issues
with Climate Change (# A to G) and Sea Level Rise (∆1 and ∆2) impacts (see Table 2).



Figure 1. Increased droughts will lead from seasonal to permanent river
dryness – river and lake desiccation – (A, Figure 2, Table 2), which affects
all river functions within the Earth System and leads to severe health
issues. These aspects are developed further with other extreme events
such as floods. The major impact of climate change is probably the shift
in wetland distribution (C). Some dry regions will be exposed to more
humid climate and new wetlands will develop, while in other regions they
will decrease (see Steffen and Lambin, 2006).

In subarctic regions, permafrost melting due to global warming will
leave millions of hectares of new wetlands, although their direct impact on
human health may be more limited than the occurrence of new wetlands in
the tropics. Changes in chemical weathering (D) and in soil erosion (E) due
to warming, land cover change and water runoff change will impact the
Earth System functions more than human health except for the develop-
ment of extreme storm events that increase landslide occurrence, particu-
larly in coastal regions. The gradual evaporation resulting from drier cli-
mates will lead to the extension of regional salinization (G1). 

The specific issues in the coastal zone include the intrusion of sea salt into
aquifers and coastal erosion, both related to sea level rise (Figure 2, Table 2).
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TABLE 2. MAJOR HYDROLOGICAL CHANGES DUE TO CLIMATE CHANGE AND SEA LEVEL RISE, AND

THEIR RELATED ISSUES

A: human health, B: water availability, C: water quality, D: carbon balance, E: fluvial
morphology, F: aquatic biodiversity, G: coastal zone impact. Only the major links
between issues and impacts are listed here (Meybeck et al., 2004; adapted from Meybeck,
1998) (Codes refers to Figure 2).
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In addition to these permanent changes, climate extremes will generate
specific hydrological events that have an extreme impact on societies, partic-
ularly on human health (Hales et al., 2003) (Table 3). They can be expressed
at various temporal scales from very short (hourly and daily rainfall) to sea-
sonal and decadal. During El Niño years, the hydrological balance of the
Earth System is very much affected from the local to the global scale but
changes of climate extremes may also be related to local and regional events
as hurricanes and typhoons (Kabat et al., 2004). Many studies have found
some correlations with extreme events generated by the El Niño Southern
Oscillations (ENSO events) or by the Southern Oscillations Index (SOI) with
the expansion of malaria and dengue epidemics, however in most cases these
correlations are very local and not yet fully explained (Hales et al., 2003).

During the extreme events, surface hydrology may be greatly modified
and social and economic infrastructures can be completely altered lead-
ing to catastrophic events, essentially defined by their socio-economic
impacts: the same hydrological extreme may be mitigated very different-
ly in different locations, as is regularly observed for Caribbean
Hurricanes. WHO has defined a catastrophic flood or drought as an event
that is (i) affecting more than 200 people, or (ii) killing more than 10 peo-
ple, or (iii) requires assistance from a central or provincial government.

Both floods and droughts can be associated with the development of
enteric diseases. In the tropics, diarrhoeal diseases typically peak during
the rainy season. Extreme floods could help propagate the pathogens,
while drought conditions lead to an increase of hygiene-related diseases
(Hales et al., 2003).

During heavy rainfall, surface water supplies and even some karstic-
groundwater supplies can be more turbid, even after treatment to meet
drinking water quality, and contain clay-sized particles with cryptosporidi-
um, giardia, shigella, typhoid, and viruses that cause diarrhoea. One impor-
tant and long-term impact of extreme events is the destruction of sanitation
infrastructures during floods or landslides, and the contamination or destruc-
tion of drinking water systems and subsequent fecal contamination.

The fine scale mapping of the climate change impacts on human health,
such as the geographic distribution of malaria, schistosomiasis, dengue and
other vector-borne diseases, will be very difficult due to the multiple factors
that have to be predicted at this scale, such as temperature, seasonal pattern
of rainfall, and occurrence of new wetlands, which are still very much debat-
ed among modelers (Martens et al., 1995). For instance, there is growing evi-
dence of correlations between heavy rainfall and inundations during El Niño
years and cholera outbreaks, as in the Ganga-Brahmaputra delta and in the



Amazon floodplain. However, the links between the multiple controlling fac-
tors such as river pH and phytoplankton blooms are not yet fully understood
(Pascual et al., 2002; Colwell, 1996; McMichael et al., 2003). Another major
difficulty in assessing the impact of climate change is taking into account the
current dynamics of aquatic systems exposed to direct human impacts.
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WB: water-borne diseases; VB: vector-borne diseases; PP: Person to person diseases; (1)
e.g. outbreaks of hepatitis A, leptospirosis, typhoid (McMichael et al., 1996); (2) e.g. out-
breaks of scabies, conjunctivitis.

TABLE 3. HEALTH IMPACTS INDUCED BY AQUATIC SYSTEMS MODIFICATIONS DURING EXTREME

EVENTS (modified from Kovats R., 1999; and Hales et al., 2003; McMichael et al., 1996;
McMichael, 2003) (Coding refers to figure 2 and table 2).
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3. HEALTH ISSUES INDUCED BY DIRECT HUMAN IMPACTS

Direct human impacts on aquatic systems have been, so far, much
more important and faster than the gradual climate change impacts we
are experiencing now. In a few millennia, the land cover change due to
agriculture and global human settlement has reached about 80% of the
Earth’s surface (Steffen and Lambin, 2006). In the last 50 to 100 years, the
river hydrological network has been completely fragmented and regulat-
ed by dams, dikes and levels, reservoirs, water diversion and irrigation
practices (Dynesius and Nilsson, 1994; Gleick, 1993; Gleick et al., 2001;
Vörösmarty and Meybeck, 2004). The changes generated by water uses
have now reached a level similar to those induced by slow climate varia-
tions that occurred over the last 20,000 years since the Last Glacial
Maximum (Meybeck and Vörösmarty, 2005).

Most human activities, for example mining, smelting, industries,
urbanization, and intensive agriculture, have generated an enormous
amount of wastes, which are dumped, leached or eroded into aquatic sys-
tems and slowly carried by river networks to the coastal ocean. Other
human activities such as transportation and hydropower generate a pro-
found modification of river course morphology and aquatic habitat.
These processes can be regarded as an acceleration of transfers at the
Earth’s surface for organic carbon, nutrients, metals, sediments, and
some hydrocarbons. Water quality surveys also reveal the occurrence in
aquatic systems of new materials that do not exist in natural conditions,
such as pesticides, polychlorinated-biphenyls, solvents, and drugs, which
are termed xenobiotics and are harmful for animals and humans.

These impacts are generally made at the local to sub-regional scales,
but they are occurring now on all continents and can be regarded as a
global scale issue (Cole et al., 1993; Seitzinger et al., 2002; Meybeck,
2003b; Steffen et al., 2004; Vörösmarty and Meybeck, 2004). They are pre-
sented in Figure 3, using the same schematic river network, from head-
water to coast, as in Figures 1 and 2. The alteration of Earth System func-
tions together with the health issues in association to these human pres-
sures are presented in Tables 4 and 5.

Most human pressures on aquatic systems have some potential health
impacts, and produce a combination of several types of Earth System alter-
ation. This results in a growing complexity of the interrelation between
humans and aquatic systems. It is important to note that some physical
alterations of natural systems are targeted to facilitate human settlements



and agriculture, and/or to safeguard crops and properties. They can also
lead to important Earth System dysfunctioning, which in turn may have an
impact on human health, for instance through the modification of aquatic
habitats and their related biodiversity. Intensive irrigation and reservoir
flooding are often associated with new wetlands that favor disease vectors
such as mosquitoes and freshwater snails. In semi-arid regions, irrigation
may result in a marked increase of the dissolved salt content in irrigation
returns and in groundwaters that can exceed WHO criteria for drinking
water. Groundwater pumping in Bengal and Bangladesh has modified the
chemical equilibrium of arsenic species that are naturally present in this
aquifer leading to massive As poisoning in this region.
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Figure 3. Schematic landscape view of continental aquatic systems and related health
issues and degradation of Earth Systems functions under direct Human pressures (# H
to Z, see table 3; ∆3 to ∆7, see Table 5).
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TABLE 4. MAJOR LOCAL AND REGIONAL PRESSURES ON CONTINENTAL AQUATIC SYSTEMS AND

RELATED ISSUES. A: human health, B: water availability, C: water quality, D: carbon bal-
ance, E: fluvial morphology, F: aquatic biodiversity. Only the major links between issues
and impacts are listed here (Meybeck et al., 2004; adapted from Meybeck, 1998) (Codes
refers to Figure 1, right).

The coastal zone (Table 5) is very sensitive to Global Change (Crossland
et al., 2005). The effects of this zone encompass (i) upper river course and
middle course impacts through river flow modification, (ii) direct specific
impacts such as groundwater pumping and oil extraction in coastal alluvial
aquifers (∆7, Figure 3), coastline artificialisation (∆6) (e.g., dredging navi-
gation channels; digging canals in deltas that modifies the water dynamics)
and (iii) sea level rise impacts (∆1 and ∆2, Figure 2 and Table 4). Wetland



drainage and filling (∆6) is another important pressure in coastal regions,
sometimes carried out for mosquito control, but most of the time for agri-
cultural development and urbanization.

Where nutrient inputs to the coast increase either through direct
release from cities and agriculture, or through river inputs (L), coastal
eutrophication may occur, resulting for some deltas in the destruction of
the oxygen balance and severe modification of the food-web (dystrophy)
(Rabalais and Turner, 2001) or in development of harmful algal blooms that
can be associated with high levels of toxins in filtering mollusks (oysters,
clams, mussels) (Chorus and Bartram, 1999; Anderson et al., 2002). After a
drought in February, 1996, all 126 patients in a haemodialysis unit in
Caruaru, north-east Brazil, developed signs and symptoms of acute neuro-
toxicity and subacute hepatotoxicity following the use of water from a lake
with massive growth of cyanobacteria (blue-green algae) (Pouria et al.,
1998). Other specific impacts on the coastal zone concern the sediment
inputs that can be markedly increased in smaller river basins (∆3) after
land use change such as deforestation and farming, particularly in the
humid tropics, which can ‘blanket’ the coral reefs with fine mud (Syvitski
et al., 2005). Conversely, the damming and reservoir construction that has
been exponentially increasing at the global scale since the 1900s, and the
water diversions that are common in some regions, result in a decrease of
all river inputs (V) to the coasts particularly for water and for sediments
(∆3), i.e., the sediment ‘starving’ of the coast. These impacts are modifying
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TABLE 5. MAJOR LOCAL PRESSURES AND GLOBAL CHANGES IN COASTAL SYSTEMS AND RELATED

ISSUES. A: human health, B: water availability, C: water quality, D: carbon balance, E: flu-
vial morphology, F: aquatic biodiversity. Only the major links between issues and
impacts are listed here (Issues linked to Sea Level Rise: see Table 2).
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the Earth System balance (e.g., inverse sediment balance in some deltas
with the dominance of coastal erosion), yet their relation with human
health requires more study, particularly in the long term (50-100 yrs). In
addition to these quantitative human impacts, from headwaters to estuar-
ies, on the continental aquatic systems, the water quality is impacted by
anthropogenic sources of contaminants (see Column C, Table 4). 

The transfer of these contaminants in aquatic systems is not straight-
forward and depends on 

(i) the water residence time in the different water bodies of the river basin;
(ii) the reactivity of contaminants in these water bodies;
(iii) the trapping of particulates in the system.
The transit time of surface waters in big rivers ranges from a few weeks

to nearly a year for the longest ones. River aging due to reservoir construc-
tion can increase these figures by an order of magnitude (Vörösmarty et al.,
1997; Vörösmarty and Meybeck, 2004). In addition, it must be considered
that surficial aquifers which contribute to river base flow during dry periods
have a much larger residence time, from years to decades as is the case for
many large lakes. Once these water bodies are impacted, their restoration
will take 2 to 3 times longer than the residence time, due to multiple envi-
ronmental inertia in soils, sediments and to their non-piston flow renewal.

The reactivity of water borne material and the trapping of particulates
within aquatic systems is also very variable. Fluvial filters (Meybeck and
Vörösmarty, 2004), which include mountain slopes and piedmonts, head-
water wetlands, floodplains, lakes, and estuarine systems control the fluxes
of particulates and their attached contaminants, nutrients and pathogens,
as well as many fluxes of dissolved and/or reactive nutrients and contami-
nants. Each river system can be described by its specific assemblage of flu-
vial filters, which is now changing fast as a result of water engineering and
land use change. It is estimated that more than 90% of suspended matter
derived from erosion is naturally retained in large systems, and up to 99.9%
is retained by large reservoirs, while only 18% of total nitrogen inputs to river
basins to river basins (natural and anthropogenic) are exported to oceans
(Vörösmarty et al., 2003; Green et al., 2004).

Determining the direct impact of human activities on aquatic systems
with regard to health issues is complex and involves water quality issues,
the positive impacts of flood and drought regulation, settling and pro-
cessing of particulate contaminants, and attached pathogens in reser-
voirs. Although the global picture shows an overall degradation of water
quality from natural conditions, there are striking differences in time and
space for each type of issue as presented in the next sections.



4. DEFINING AND ASSESSING WATER QUALITY AT THE GLOBAL SCALE

The perception of water quality through its color, turbidity, taste, or
effects on man and animals is as old as water use: water quality manage-
ment rules existed in most ancient hydraulic civilizations from
Mesopotamia to Egypt. The first chemical analyses of water were per-
formed following the development of analytical chemistry some 200 years
ago. Since that period, water quality perception and definition has con-
stantly evolved with societal development. Water quality is a rapidly
evolving field with multiple metering approaches (Meybeck, 2005). Unlike
many other Global Change impacts, it is very site specific.

4.1. Water Quality: a Fast Evolving Field

The first major water quality surveys were performed on the Thames
and Seine rivers following cholera outbreaks in the mid 1800s with only
a few descriptors such as resistivity, dissolved oxygen, ammonia, chloride
and fecal contamination indicators (fecal coliforms). Throughout the
20th century, water quality studies and monitoring grew exponentially in
step with water demand, the occurrence of problems (eutrophication
since the 1960s, acidification in the 1970s, endocrine disruptors more
recently, radionuclides since the 1950s, pesticides since the 1980s) and
the development of analytical chemistry. 

‘Water quality’, initially defined by sanitary engineers and hydrologists
using a few chemical descriptors in one sample or at one station, has now
shifted to an overall appreciation of the ‘aquatic environment quality’ based
on chemical, physical, and biological descriptors (Chapman, 1996). Water
quality monitoring is getting very complex (Chapman, 1996; Mc Cutcheon
et al., 1993) and the total number of potential water quality descriptors
probably now exceeds several hundred, while in the 1900s they were just
one or two dozen (Figure 4, Trajectory A) (Meybeck, 2005). However, due
to financial and technical constraints, the best-equipped monitoring sta-
tions consider routinely one hundred descriptors at best (Trajectory B),
while in the Least Developed Countries, monitoring stations, when they
exist, can still barely measure a dozen descriptors (Trajectory C).

In contrast to the situation in atmospheric chemistry, the aquatic envi-
ronment cannot be simply described by one or two emblematic descriptors
such as CO2, which is continuously measured at the Mauna Loa observato-
ry in Hawaii. The increase in global CO2 measured at this station triggered
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the climate change concern in the 1960s (see Steffen et al., 2004). Global
warming can be also tracked on the basis of one simple indicator, average
air temperature, commonly measured for 200 years and now widespread at
tens of thousands of meteorological stations. Sea level rise is also based on
one indicator. Yet evaluating water quality involves dozens of descriptors
and their evolution is station specific. Vörösmarty (2002) observed that
hydrologists were lacking a ‘Mauna Loa’-like curve as a reference for glob-
al water balance. It is even worse for water quality, for which no ‘Mauna
Loa’ curves can be established.

Figure 4. Exponential growth of water quality descriptors since 1850 and occurrence of
their first analysis in regular surveys. Trajectory A = total maximum number of variables
that should be considered if all regulations were implemented. B = number of variables
actually routinely monitored in the first grade surveys. C = monitoring capacities of Least
Developed regions. D = Physical descriptiors. E = Chemical descriptors. F = Biological and
Ecological descriptors (*: non natural products) (adapted from Meybeck, 2004).



4.2. Assessing Water Quality is Complex

Each water user and each hydroscientist is interested in different aspects
of water quality; these are very rarely collected and synthesized (Meybeck,
2005) and may lead to multiple definitions of water quality (Boon and
Howell, 1997). Two main streams of water quality assessment co-exist: one
referring to a hypothetical natural background, which is a common vision
among Earth system scientists, and the other referring to potential water
uses, which is the vision of all water users; particularly for drinking. 

Establishing water quality metrics for users is an important part of
water management. The drinking water criteria as established by WHO
are probably the only universal criteria accepted by countries, which gen-
erally transcribe these criteria into legal and regulatory thresholds such
as for chloride, nitrate, lead or arsenic. These criteria are not the only
ones. In most cases, the water quality metrics used in management result
from political decision balancing: (i) socio-economic activities responsi-
ble for pressures; (ii) socio-economic activities impacted by water-quality
degradation; (iii) perception of water-related issues by societies through
the media; (iv) dissemination of technical and scientific knowledge.
Multiple water quality metrics are needed and must be agreed upon by stake-
holders and regularly revised, particularly when sharing water bodies. These
scales may evolve: even the most widely used reference, the WHO drink-
ing water standard, is periodically revised on the basis of new scientific
knowledge and, probably, on new levels of risk acceptance.

4.3. Water Quality Issues Depend on Water Bodies

The occurrence and extent of major water quality issues depend on the
nature of the water bodies (Meybeck et al., 1989; Chapman, 1996). These
issues are listed in Table 6 and their location in continental aquatic systems
is schematically indicated on Figure 3. Their relevance to direct health
impacts is evaluated at three levels. Pathogens and vector-borne diseases
are associated with communicable diseases (C, Table 6). However, most
water quality issues correspond to non-communicable diseases (NC). Some
issues such as eutrophication and suspended solids occurrence only occur
in surface waters, others are primarily observed in groundwaters, such as
salinization and high nitrate levels. The occurrence of fecal pathogens is
observed more often in running waters than in other water bodies. The
range of water residence time in lakes, reservoirs and groundwater is from
weeks to hundreds of years while in streams and small rivers, it is days,
thus permitting a higher spread of fecal pathogens.
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4.4. Water Quality is Site Specific

River water quality measured at one station is actually a spatial integra-
tion of the multiple sources, sinks and controls occurring in the intercepted
drainage area (Figures 1, 2 and 3 combined). In Earth System Science, glob-
al scale scientists have often only taken into consideration the riverine flux-
es of material to the oceans based on a dozen of well-documented major
rivers (Meybeck, 1982; Seitzinger et al., 2002; Caraco, 1994; Ludwig et al.,
1996). Yet the users’ demand for water quality information is of course very
different from global geo-chemistry and requires much finer resolution.

Water quality cannot be detected by remote sensing apart from color,
temperature, suspended solids and pigments. Therefore we must rely on
spatially discrete information performed at stations. Usually, stations are
located where water is most used but the risks associated with water qual-
ity must be assessed everywhere.

Spatial integration and interpolation rules must be applied from sta-
tions to reaches, subbasins, basins, and depend on station density. In
developed countries, the density of water quality monitoring stations is

TABLE 6. WATER QUALITY ISSUES AND HUMAN HEALTH

(1) See Figure 4 and Tables 4 and 5; (2): + (low) to +++ (high); Importance: C = communi-
cable, NC = non communicable; Occurrence: t (low) to ttt (high); na: non applicable.



similar to that of meteorological stations (circa 1 station for 250 km2 and
25,000 people in France), but it is between one and two orders of magni-
tude lower in the least developed countries. Spatial representativity also
depends on the mixing state of the water body: a few stations may be ade-
quate for a large lake, while a large aquifer may need hundred of stations.
Conversely, the survey frequency should be high for rivers, medium in
lakes and reservoirs, but can be low (yearly or less) for groundwaters.

Our appreciation of water quality closely reflects the complex relations
between humans and water, at a given place, a given period, and for a given
society. It is now based on dozens of indicators. Many of them cannot be
afforded by the least developed countries and are still barely documented in
some developed countries. In addition, water quality and its trends are often
site-specific. The next section will address the diversity of human responses
to water quality degradation and to its socio-economic and health impacts.

5. SOCIETAL RESPONSES TO WATER QUALITY ISSUES

The response of societies to environmental changes depends on many
factors such as the identification of an issue, the recognition of its links
with human pressures, the consensus that can be built to define adequate
measures, and the availability of financial, technological, technical or reg-
ulatory means. The study of water quality issues provides good examples
of the combined inertia of societies and of water bodies, which generally
extends over decades. 

5.1. Timing of Societal Responses: Example of a Restoration Cycle

The full restoration and stabilization cycle of a water quality issue
presents a good example of societal responses, depending on intensity of
human impact, time constants and varying societal conditions (Meybeck,
2003b, 2002). The start of human impact is set at time T0. Then, the fol-
lowing stages can be distinguished (Figure 5):

(i) hydrosystem reaction to contamination (T0-T1), depending on sys-
tem size and contaminant pathways (e.g., dissolved vs. particulate trans-
fer): this process depends on water and particulates residence time in
hydrosystems; 

(ii) impact detection (T1-T2) of hydrosystem changes by water users,
scientists, specific citizen groups (‘sentinels’); 
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(iii) development of societal awareness (T2-T3): time for the develop-
ment of general knowledge and understanding of the issue, sometimes
delayed by lobbying from various social or economic groups; 

(iv) policy lag (T3-T4): time for authorities or politicians to decide on
the appropriate action; such decisions can be reached through environ-
mental awareness of all stakeholders (bottom-up consensus) or obtained
and imposed by political decision (top-down); 

(v) financial and technical lags (T4-T5): time to fully implement and
enforce the decisions; 

(vi) hydrosystem reaction to restoration and remediation measures to
limit (T5-T7) or decrease the environmental and societal impacts (T6A-T6B). 

Depending on the timing of impact detection, impact duration and
remediation effectiveness, various threshold levels can be reached. If the
environmental control is not delayed and is sufficiently effective, a limited

Figure 5. Successful restoration of water quality in an aquatic environment illustrated
by a bell-shape trend in water quality. CN, CR, CL: natural, recommended and limit con-
centrations of water quality indicator. T0: start of environmental pressure, T1: first
change of water quality, T2: detection of change, T3: established societal concern on
issue, T4: political decision concerning the issue, T5: start of implementation of environ-
mental measures, TM: time of maximum impact, T6A-6B: direct remediation measures, T7:
new steady state. Time scale (T0-T7) varies according to issues and basin sizes (general-
ly expressed in decades) (Meybeck, 2002).



level of maximum degradation is reached, followed by an improvement
phase. If not, it can exceed the critical level CL. In many examples of suc-
cessful CAS restoration it has been necessary to perform a direct remedia-
tion of the aquatic system (dredging the contaminated sediments, inactiva-
tion of sediments below a layer of new sediments, direct chemical treat-
ment of water or contaminated soils etc.). The restoration cycle of a small to
mid size catchment (1,000 to 100,000 km2) is generally a few decades.

5.2. Recent Trends of Water Quality in Impacted Rivers

This bell-shaped successful evolution of a water quality issue (Figure 5) is
not often actually observed in rivers. Multiple trend patterns are document-
ed (Anderson et al., 1996; Foster and Charlesworth, 1996; Meybeck, 2002). As
concentration measurements may not always fully represent the evolution of
river systems, fluxes of riverine materials are also often considered as an
alternative metric. They are the product of concentration and water dis-
charges. In the great majority of documented cases, flux trends are linked pri-
marily to changes in concentrations, few are linked to river flow changes only.
To allow for their inter-comparison and typology, they are here normalized to
the beginning of impacts (time T1), (Figure 6) (Meybeck 2002).

Flux trends are contradictory: many fluxes increase due to rising con-
centrations (types B, D1, D2, D3, F, H, I, J, K, Figure 6) but some of them
actually decrease (types C, E, G) owing to a decrease of water discharge due
to water use, water diversion or to the biogeo-chemical and physical reten-
tion in an impoundment. Three types of flux decrease can be defined:

(i) the hydrological changes caused by water diversion or use, mostly
for irrigation, result in a gradual decrease of all water-borne fluxes (type
G, Figure 6). This is the case for many impounded basins in arid and
semi-arid zones;

(ii) complete retention caused by the settling of all particulate matter
including attached pathogens in reservoirs (type E), which exceeds 90%
when the water residence time exceeds two months and might be responsi-
ble for trapping at least 30% of river particulates (Vörösmarty et al., 2003);

(iii) partial retention resulting from degradation of organic matter
including its pathogens and from the uptake of nutrients (type C) in reser-
voirs. In eutrophied and/or impounded rivers the Si/N ratio may decrease
markedly and cause severe degradation of coastal-zone food webs and
development of harmful algal blooms (Turner et al., 2003). 
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Figure 6. Types of river flux trends normalized to pristine fluxes (FN) since the beginning
of impacts (T1) related to human pressures (T0) (Meybeck, 2002).
– Unmanaged issues: A: stable evolution, B: gradual increase, C: partial retention, E:
complete retention, G: gradual retention, H: multiple cycles (e.g. BOD5)
– Managed issues: D1: bell-shaped control, D2: stepwise improvement, D3: stepwise
degradation, F: stabilized contamination.
– Xenobiotics products: I: multiple cycles of some radionucleids, J: total ban (as for
DDT), K: gradual xenobiotic contamination.



Very few chemical elements are barely affected by human activities
and present a stable evolution (type A): most of them are not very related
with health such as Ca2+, Mg2+, HCO3

- or particulate Al, Fe, or Si. The grad-
ual increase (type B) of many water-quality indicators corresponds to the
development of pressures, for example, Na+, Cl-, K+, NO3

-, SO4
2-. 

Bell-shaped control (type D1) characterizes a successful and gradual
control.

Stepwise improvement (D2) is characteristic of a sudden decrease of
contaminant concentrations (dissolved and/or particulate) in river sys-
tems. These trends are essentially caused by a drastic reduction in con-
taminant point sources such as that caused by the construction of urban
or industrial sewage treatment plants, or by the reduction or closure of
economic activities during economic crises.

Stepwise degradation (D3) is the symmetric evolution corresponding
to the installation of major industries, collection of urban sewage without
subsequent treatment or to sudden change in land use.

Multiple cycles (type H) of contamination/improvement are often
observed in very long series, as in sediment archives of metal contamina-
tion (e.g., Bronze Age, Roman and Renaissance). 

Stabilized contamination (type F), i.e., very limited change over
decades despite pressures, may result from long-term water quality pro-
tection, e.g., from international treaties for shared water bodies. 

Xenobiotic pollutants have specific trends. The DDT evolution in the
Northern Hemisphere CAS presents a gradual increase from flux zero, a
marked peak, then a decrease after its ban in the early 1970s, but can still
be detected in trace amounts in some rivers due to its great environmental
persistence (total ban, type J). Herbicide contents, such as that of atrazine,
increase generally (gradual xenobiotic contamination, type K) until they are
finally regulated or the product is banned. For these less persistent prod-
ucts the decline may be rapid (a few years). Artificial radionuclides are
often characterized by multiple cycles, as for the artificial radiocaesium in
the Northern Hemisphere (radioactive contamination, type I) which peaked
in 1962-1963, following trends of inputs into the atmosphere from nuclear
tests, then again in 1986 after the Chernobyl accident. 

Trends of river fluxes are very variable with patterns of both increase and
decrease. A similar typology can also be used to describe concentration
trends in rivers, lakes and reservoirs, estuaries, and, apart from trend types
E and C, to describe groundwater contamination.
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5.3. Water Quality Management: Indicators of Societal Responses to Envi-
ronmental Issues

Riverine trends illustrate very different types of water quality man-
agement. They are a good example of complex and various societal
responses to environmental change (Meybeck, 2002) from the absence of
management to full management.

– Unnecessary management: water quality is not affected by human
pressures; environmental or economic impacts are minimal and the rates
of change are slow and predictable.

– Unplanned improvement: unexpected and/or unplanned decrease of
contamination linked to the reduction of human pressures: closure of
mines and industries, changes in technologies, economic crises.

– Unperceived issue: deterioration of water quality and/or its link to
human pressure is not detected or perceived. Water-quality improvements
are unplanned and result from the balance between pressure and natural
river basin response. The scientific and technical progress of analytical
chemistry has been a major regulator of the detection of water quality
problems (Meybeck, 2005). The endocrine disruptors originating from
drug residues in domestic wastes, hospital wastes, and veterinary wastes
are now beginning to be detected in specific river surveys (Trajectory A,
Figure 4), they will probably be regarded soon as an important issue.

– Natural pressure endurance and suffering: in some rarely-found geo-
logical and climatic conditions (see Section 1). Depending on the avail-
ability of alternative water resources, the uses of such resources may lead
to limited or to severe health and/or economic impacts. 

– Precaution management: environmental, health and economic impacts
are kept to the minimum acceptable level. If action is taken too late, the level
may first exceed the management target then is reduced, such cases are
found in highly developed and environmentally aware countries. This type
is still rarely found on the planet (Gilbertson, 2001).

– Maximum impact management: targeted at the maximum acceptable
limit, commonly chosen in international treaties (e.g., salinity in the
Rhine and Colorado).

– Total ban: ban on manufacturing and/or use of products; usually tar-
geting xenobiotics only after severe problems have been detected, demon-
strated and recognized by all stakeholders.

– Delayed pollution regulation: established after a period of lack of
management and subsequent severe impacts; targeted levels are usually
the maximum acceptable ones for economic reasons. 



– Laissez-faire: although its severity is now well established and even
studied, the situation has not yet been adequately tackled for multiple
reasons: lack of environmental awareness or societal consensus for the
level of severity, shortage of financial means, lack of environmental regu-
lations or of political will to enforce them.

– Natural pressure remediation: direct treatment of unsuitable natural
water resources (desalinization, defluorization, removal of arsenic).

– Remediation of ancient contamination: in most cases there is no pres-
ent-day economic or administrative entity directly linked to the contami-
nation (‘orphan pollution’), which often occurred at times of ‘unperceived
issues’ or of ‘laissez-faire’. The corresponding restoration measures are very
costly and rarely set up since they require environmental knowledge, soci-
etal consensus and financial means (Hines et al., 2001). 

– Cyclic management: over the very long term (50 to 100 yrs) water-
quality presents multiple cycles of deterioration and improvements
resulting from the complex interactions of human pressures, environ-
mental impacts and human responses.

Water quality trends result from a combination of human pressures,
hydrosystem responses to human pressures, development of social and soci-
etal awareness, advances in environmental science and in analytical tech-
niques, political decision processes, financial, technical or policy means and
finally, from the hydrosystem response to environmental control. Most of the
documented trends concern the last 30 yrs only.

6. GLOBAL ASSESSMENT OF WATER QUALITY ISSUES

The global assessment of water quality is regularly required by interna-
tional health programs as well as by Global Change programs (Vörösmarty
et al., 2005), although it remains very limited due to the type of information
available. There is only one program, launched by UNEP and WHO in
1978, devoted to monitoring harmonization, analytical quality control, data
collection and assessment at the global scale: the GEMS-Water program
(www.gemswater.org; Robarts et al., 2002). However, despite continuous
efforts, the GEMS-Water database is insufficient for global analysis of
many issues. Expert judgment based on dozens of country and regional
reports and hundreds of publications must be used. However, there are
structural limits to our knowledge of water quality: (i) the density of water
quality stations is one to two orders of magnitude inferior to hydrological
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stations (river gauging and groundwater levels); (ii) the quality of the infor-
mation is extremely variable ranging from a few basic parameters of limit-
ed relevance for human health to several dozens of chemicals including
trace contaminants (see Section 4); (iii) survey frequency can limit the
assessment of water quality.

The extent of water quality issues may be quite variable, even within
one type of contaminant, as demonstrated below for the heavy metals. A
tentative global analysis of issues is then proposed.

6.1. Metal Pollution in River Particulates, an Example of Global Contam-
ination Ranking

Metals are identified as one of the most dangerous substances found
in the environment for their toxic properties and their sensitivity to
human pressures. When metals contaminate aquatic systems, they can
affect humans through drinking water, aquatic biota and food. Cadmium
intoxication (Itai-Itai disease) through contaminated rice, and mercury
intoxication (Minamata disease) through contaminated coastal fish are
some of the worst environmental issues ever reported and had a great
impact on the creation of UNEP in 1972.

A global survey of metal contamination in river basins remains to be
established (Salomons et al., 1995). Even at the regional scale, as for
Europe, the relevant data to assess the status of contamination are still very
limited (Stanner and Bourdeau, 1995). Some synthetic assessments are
made for some regions as in the USA (Rice, 1999) or for some specific ele-
ments such as cadmium (Cd), mercury (Hg) or arsenic (As). A global vision
for other metals, copper (Cu), nickel (Ni), lead (Pb), zinc (Zn), chromium
(Cr) and metalloids such as antimony (Sb) and tin (Sn) is difficult (Foster
and Charlesworth, 1996; Salomons et al., 1995). Finally, it must be noted
that the analysis of metals in dissolved form is very difficult and the analy-
ses from unfiltered waters, often used in the water quality industry, have lit-
tle environmental meaning (Horowitz, 1995; Meybeck, 2005).

As a first global estimate, I am using here a set of analyses made on
river basins from 10,000 km2 to more than one million km2 (Meybeck, in
preparation). These analyses have been essentially published since 1980
and multi-elemental analytical techniques are used after a complete
digestion of the river material. Several sets of stations have been used: (i)
natural background stations (BGR) for which there is no or very limited
human impact (they also include analysis of pre-industrial river deposits,



from sediment archives); (ii) impacted stations (IMP) for which there is a
known human pressure and (iii) undetermined stations (UND). Their
combination constitutes the general set (GEN) which holds from 100 to
500 different analyses for a given element. In addition to the most toxic
elements, I am also using silver (Ag), lithium (Li), beryllium (Be), barium
(Ba), titanium (Ti), strontium (Sr), molybdenum (Mo) and phosphorus
(P) for comparison. I also include a set of 10 to 15 multi-elemental urban
sewage particulate analyses from all continents (SEW).

Using the medians (GEN50, BGR50) and upper deciles (IMP90, BGR90), I
construct three indicators of global scale contamination (i) IA =
GEN50/BGR50 for the global sensitivity to contamination; (ii) IB =
SEW50/BGR90 for the global occurrence of a metal source in urban sewage
and (iii) IC = IMP90/BGR90 for the local occurrence of marked contamina-
tion. The three indicators are very convergent although they also express
specificities for some elements (Table 7).

Many elements such as Ag, As, Ba, Be, Co, Li, Mo, Sr, Ti, and V are not
globally affected by human activities. Human impact on Cr, Ni, P (partic-
ulate) and Sb is still very limited. This does not mean there is no impact
at all at the local scale: the IC indicator shows that the upper arsenic and
phosphorus deciles of the general distribution are 3 to 5 times higher than
high background values (upper decile of BGR set).

The elements that show the most evidence of environmental contam-
ination are mercury, cadmium, possibly tin (to be confirmed on a larger
data set), then copper, lead and zinc. These elements are also found at
very high levels in at least 10% of documented stations, exceeding ten
times the extreme background values (IC > 10). Silver and copper are also
often found locally at very high levels.

The analysis of sewage particulate matter (sludge) provides some
clue to the origin of elements. Urban sources are very likely for silver,
mercury, cadmium, zinc, copper, lead and phosphorus. Urban sludge is
not a major source of contamination in rivers since it is actually diluted
for As, Ba, Co, Li, Mo, Ni, Sr and V with regard to background levels in
river particulates, probably due to the presence of large amounts of
sewage organic material.

Other major sources of metals at the global scale include ore extraction
and processing in mines and smelters (e.g., Pb, Zn, Ti, Cd) and plating (Cd,
Cr, Hg) (see Figure 3 and Table 4). The assessment of the inorganic con-
tamination should now be refined at the regional scale: the contamination
orders may be different from those presented on Table 7 depending on the
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TABLE 7. GLOBAL SCALE CONTAMINATIONS OF RIVER PARTICULATE MATTER FOR 19 ELEMENTS

BASED ON THREE INDICATORS (IA, B, C). Statistics based on 100 to 500 river stations
(Meybeck, in preparation).

Note: Sn on 60 rivers only; As contamination is better assessed on dissolved As.



human pressures ratio mining:industrial:urban. This can only be done on
the basis of systematic sampling of river particulates such as has been done
for the past twenty years for the conterminous USA (Rice, 1999; Horowitz
et al., 2001).

6.2. Global Ranking of Water Quality Issues Based on Regional Assessment

The first global assessment of water quality (Meybeck et al., 1989)
already pointed out our fragmented information on water quality at the
global scale. A second attempt has been made with the Dublin International
Conference on Water and the Environment (ICWE) (Meybeck et al., 1991).
It has been recently updated for the Millennium Assessment (Vörösmarty
et al., 2005). 

Eleven variables are considered and ranked: fecal pathogenic agents,
organic matter (oxygen-consuming, also termed carbonaceous pollution),
salinization, nitrate (as a contaminant), fluoride (mostly from natural
sources), eutrophication (and/or nutrient levels), pesticides, industrial
organics (PAH, PCB, petroleum products, etc.), heavy metals, suspended
sediment (as limiting water uses), and acidification (may occur only if the
natural buffering capacity of soils is low). The scoring ultimately reflects
the aggregate impact of human pressures, natural rates of self-purifica-
tion and pollution control measures (Figure 7). 

Updated results show that pathogens and organic matter pollution are
still the two most pressing global issues (Figure 7), reflecting the wide-
spread lack of waste treatment. As water is often used and reused in a
drainage basin context, a suite of attendant public health problems arise,
thus directly affecting human well-being. At the other extreme, acidifica-
tion is ranked #10 and fluoride pollution #11 on the global scale.

At the regional scale, any issue can be important or severe, e.g., acidifi-
cation in Northern Europe and Northeast North America, salinization for
the Arabian peninsula, fluoride in the Sahel or the African Great Lakes (see
maximum scores reached on Figure 7). Fluoride and salinization issues are
mostly due to natural conditions (rock types and climate), but mining-relat-
ed salinization can also be found (e.g., W. Europe), and salinization can be
enhanced by irrigation returns to CAS as in the Aral Sea basin (Aladin et al.,
2004). Other issues are directly caused by human impacts. It is important
to note that in many regions of the world still under limited human pres-
sures, many of these issues have been judged as negligible.
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6.3.Human Impacts on Continental Aquatic Systems within an Earth System
Analysis; the River Syndromes

Changes occurring in continental aquatic systems will also generate
indirect effects on human health through their participation in global
environmental change, i.e., river fluxes and concentration of carbon,
nutrients and contaminants in aquatic systems (Tables 2, 4 and 5,
columns B to G). Human activities are generating fast impacts, which can
be organized into a set of global river syndromes.

The concept of global syndromes has been developed by the German
Advisory Council on Global Change (GACGC, 2000) and defined as ‘typi-
cal patterns of problematic people-environment interactions which can

Figure 7. A tentative ranking of globally significant water quality issues based on expert
judgement for n regional assessment (typically 108 km2). (The information base upon
which to quantify the degree to which water supplies are compromised is currently
insufficient). (Fl = Fluoride; Acid = acidification; IndOr = industrial organics; Sed = sus-
pended sediment; Sal = salinisation; Nitr = nitrate as a contaminant; Eutr = eutrophica-
tion and/or nutrient levels; Pest = pesticides; Met = heavy metals; OrMat = organic mat-
ter; Path = pathogenic agents). (Issue severity rank: 0= No problem or irrelevant, 1=
Some pollution: water can be used if appropriate measures are taken, 2= Major pollu-
tion: impacts on human health and/or economic use, or aquatic biota is important, 3=
Severe pollution: impacts are very high, losses concern human health and/or economy
and/or biological integrity, ND= Could not be assessed (mostly for industrial pollutants).
Å Maximum issue severity reached at the regional level, u Average issue level at global
scale, nMinimum issue severity observed (modified from Revenga et al., 2005).



be found worldwide and can be identified as regional profiles of damage
to human society and ecosystems’. This concept has been extended to 10
river syndromes (Meybeck, 2003a,b): flow regulation, fragmentation of
river course, riverbed silting, desiccation, chemical contamination, acidi-
fication, eutrophication and microbial contamination, and to land subsi-
dence and groundwater over-pumping in deltas. Other syndromes, such
as thermal regime alteration, radio-nuclide contamination, and biological
invasion, are likely to occur, but will not be discussed here. Each syn-
drome is defined by a set of symptoms and causes and can be illustrated
from well-studied river basins. The desiccation syndrome (originally
termed neoarheism by Meybeck, 2003b) corresponds to the drastic reduc-
tion of river flow and/or lake area due to water diversion and water use,
particularly for irrigation as observed in the Amu Darya basin (Kayunov,
2004). It is here understood as a flow or area reduction of at least 50%
with regards to previous average.

The modification of river systems, either natural or anthropogenic,
can be analyzed from both Earth System’s and water resources’ perspec-
tives, including health aspects. River syndromes affect: 

(i) sediment balance, which controls fluvial and coastal morphology
and generates alluvial aquifers and flood plain habitat;

(ii) the hydrological balance of large continental water-bodies and
regional seas in particular, which may also influence coastal nutrient
dynamics as from up-welling, and deep ocean water formation;

(iii) carbon balance, such as organic carbon transfer and burial, CO2

uptake during silicate rock weathering (a major control of atmospheric CO2

at the geological time scale), and CO2 release by wetlands and large rivers;
(iv) the nutrient balance of nitrogen, phosphorus and silica species

which control level and type of aquatic primary production (e.g., diatoms
vs. cyanobacteria);

(v) emission of green house gases; and
(vi) the aquatic biodiversity and trophic balance of continental and

coastal systems.
The ecological responses of continental aquatic systems to these syn-

dromes are not developed here, except for eutrophication, although their
extension and importance is now more and more established (Revenga et
al., 1998; WCMC, 1998; Rabalais and Turner, 2001). 

The syndromes are examined in Table 8, where example rivers and the
relative alteration of Earth System functions are given. They generally
occur at medium (10-50 years) to long-term time scales (> 50 years) (with
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reference to human time scales) after the beginning of riverine change and
at local (102-104 km2), regional (104-106 km2) continental and global (106-108

km2) scales. They can develop far away from their primary causes (telecon-
nections over 1,000 km). For instance, the impacts of large dams rapidly
and profoundly modify the sediment routing of fine suspended particles
and of sand, but the related coastal zone erosion and shoreline regression
in response to this ‘sediment starving’ may be maximum with a 50 to 100
years time-lag after construction of the reservoir and last as long as the
reservoir, i.e., hundreds of years. The response of river bio-coenoses and of
its biodiversity, therefore of diseases vectors, to changes may be rapid (i.e.,
damming effect on migratory species) or slow (e.g., species invasion
through interconnection of basins by navigation canals). The global loss of
aquatic biodiversity is certainly a major change in the Earth System
although its long-term impact has not yet been assessed.

Desiccation is one of the most spectacular syndromes (more than 90% flow
reduction for the Colorado, Nile, and Amu Darya, 80 % reduction for the Indus,
seasonal desiccation of the Huang He, etc.). It is caused by consumptive water
use, especially in large-scale irrigation in arid and semi-arid areas, estimated to
be ca. 4,000 km3.y-1 (Gleick et al., 2001), i.e., ca. 10% of the natural river water
flux to oceans, and should be considered in Global Climate Models.

Both positive and negative impacts are noted for human health (Table
8). The positive impacts essentially concern water quantity: water storage
for drought protection, reduction of extreme flows and increased flow
regularity have been permanent targets for civil engineers for millennia.
Some water-related health hazards have also been reduced by land use
changes such as wetland reclamation and pesticide use against malaria or
onchocercosis (Holland and Peterson, 1995). The trapping of contami-
nated particulate matter in river systems can be also regarded as positive
if permanent. The negative impacts of river syndromes on aquatic
resources mostly concern water quality (see Table 4).

The direct impacts of human activities on aquatic systems with regards
to health issues are very diverse, mixing negative impacts, mostly a degra-
dation of water quality and a loss of river dilution power, with positive
impacts such as flood and drought regulation, settling and processing of
particulate contaminants, and attached pathogens in reservoirs. Impacts on
Earth System functions are multiple and occur sometimes at very broad
temporal and spatial scales. The present global distribution of these river
syndromes will have to be established.
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TABLE 8. MAJOR SYNDROMES OF CHANGES IN AQUATIC SYSTEMS AND RELATED HEALTH ISSUES

(modified from Meybeck, 2003b).

Health issues degradation: * locally important, ** regionally important, *** globally
important; Health issues improvement: + (some improvement) to +++ (major improve-
ment) (1)Global impact on Earth System functions: * locally important, ** regionally
important, *** globally important (2)Coding refers to Figure 1 and Tables 1, 2, 3.
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7. FUTURE EVOLUTION OF AQUATIC SYSTEMS

The global picture of aquatic systems in the next 50 or 100 years is still
very fuzzy. There are now growing efforts to model some issues or syn-
dromes at the global scale as is done for nutrients and carbon river fluxes.
These models are originally based on multi-regression analysis linking
human pressures and the resulting state of river quality. Mixed models now
integrate pressures, river basin filters and water routing (e.g., Green et al.,
2004). A new generation of process-based models is now developed at the
basin scale for nutrients (Billen et al., 2001) but their application at the
global scale will be difficult for lack of basic data at the appropriate resolu-
tion. As for the Global Climate Models (GCM), these models will be our
tools to explore the future of aquatic systems. They should be validated first
on the present situation. Yet the available data on aquatic systems is often
relatively short-term, particularly concerning water quality. Considering
the scales of responses of aquatic systems to climate variations during the
last thousand years and to human activities, long-term evolutions (> 100 y)
are also needed to validate the river basin models. They will have to be
established using a combination of methods now developed by the paleo-
hydrology community (PAGES-LUCIFS, 2000). Once these models are val-
idated they will be used to explore the future, combining GCM scenarios,
scenarios of water use, and scenarios of human responses to changes. The
validity of the prediction will greatly depend on the model resolution (2° for
most GCM, 0.5° for most river flux models).

7.1. General Evolution of Human Pressures and Responses

The timing of global human pressures, environmental impacts and soci-
etal responses is schematically depicted in Figure 8 (Meybeck, 2003b and
Meybeck et al., 2004).

Major human pressures only are considered here, and it is postulated
how an increasing fraction of the Earth’s surface has been exposed to
these. River engineering here includes damming, channelization, diver-
sion and irrigation canals. The evolution of proportions of global area or
affected global population is still speculative owing to the lack of data-
bases, but there are growing efforts in reconstruction of historical land
use and population density. The progression towards a global scale
impact can take two pathways. With the first, impacts are locally dis-
played, but because of the pandemic distribution of a particular class of



change, the consequences are global. A good example is the widespread
conversion of land to agriculture and forestry. 

Global scale impacts also arise from teleconnections operating over
the planetary domain. An example is the long-range atmospheric trans-
port of pollutants such as NOx and SO2, responsible for the acidification
and/or eutrophication of surface waters, sometimes hundreds of kilome-
ters away from emission sources. These statements should not imply that
all riverine impacts are now globally significant (see previous section). In
fact, most well documented impacts on aquatic systems are local to
regional. Since the majority of human induced sources of pressure on the
CAS have had an exponential rate of increase over the last two hundred
years, the spatial distribution of these combined forces has now moved
on to the planetary scale. The continuing and fast rate of change thus
necessitates the accelerated time scale adjustment on Figure 8.
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Figure 8. Working hypotheses on the occurrence of some major pressures on continen-
tal aquatic systems at the global scale and related environmental remediation responses
(accelerated time scale) (Meybeck, 2003b).
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The key-control of river impacts is the relative timing of human pres-
sures and societal responses, such as policy and regulation, emission con-
trol, and restoration, as has been developed for chemical contamination.
As seen before, these responses have generally been developed with a con-
siderable lag related to pressures.

7.2. Contrasted Historical Evolution of Continental Aquatic Systems

The past evolution of CAS may be very different from one region to
another. The reconstruction of trajectories of these environmental
changes is essential to avoid present-day mismanagement, and to con-
sider environmental issues on a long-term basis, i.e., more than 50 years
(Harremoes et al., 2001). River basin evolution has been rarely addressed
so far (Schwartz et al., 1990; Messerli et al., 2000; Vörösmarty and
Meybeck, 2004), although this field is now covered by the IGBP-PAGES
programme (PAGES-LUCIFS, 2000).

Reconstruction of historical interactions between human and aquatic
systems is based on four types of information:

(i) Sedimentary archives (102 to 103 years): they can be deciphered to
reconstruct the past riverine concentrations and/or fluxes on alluvium, in
lakes, deltas and coastal sediments (Valette-Silver, 1993; Foster &
Charlesworth, 1996) as performed at the global scale by the IGPP-PAGES
LUCIFS project (Meybeck et al., 2004). More recent archives (10-100 yrs)
can be obtained from reservoirs;

(ii) Archaeological and historical archives give valuable information on
river systems and their uses and on societal responses to river basin
changes (Guillerme, 1983; Schwartz et al., 1990). The longest and most
promising historical records of man and river interactions are probably
found in China (Elvin, 1993; Elvin and Liu, 1998) and in Egypt; 

(iii) Direct observations: date back to the early 1800s, and the earliest
regular river surveys started before the 1900s;

(iv) Back-casting of river basin quality combines present-day validated
biogeochemical or ecological models and historical information on human
pressures, such as land use and water use (Billen et al., 2001).

Two examples of working hypotheses for past river evolution are pre-
sented here (Figure 9) for Western Europe, an example of very ancient
impacts, and South America for recent ones (Meybeck, 2003b). Four river
quality indicators specifically related to health issues are proposed here,
using an accelerated time scale, reflecting the evolution of some human



impacts: organic and fecal contamination (Figure 9, 1), heavy metals (2),
nitrate (3), and pesticides (4). As in Section 5, a simplified issue severity
scale in three steps is used here, where CN is the natural or pristine con-
centration, CR a first threshold above which environmental impact, health
issues, cultural or economic loss are occurring, and CL a second threshold
above which severe impacts are occurring.

In Western Europe (Figure 9), the earliest changes in river chemistry
and assumed severe impacts have been recorded for metals in mining dis-
tricts (4) as early as the Bronze age period (~4500 yrs B.P.) as in the Rio
Odiel, Spain (Leblanc et al., 2000), with maximum levels of Hg, Pb and Zn
equivalent to those found presently in some highly contaminated European
rivers. Such mining impact is likely to have been very localized: larger
basins were probably much less contaminated. Other examples of metal
contamination from mining are documented for Roman times (Wales
rivers and Humber catchment, England; Macklin et al., 1997), the Middle
Age in Central Germany (Goslar), and in the 1700s in Brittany. Modern con-
tamination peaks have been observed in the mid-19th century then in the
20th century as in the Rhine and Meuse rivers (Middlekoop, 1997). The
most recent metal contamination generally peaked in most Western
European rivers between 1950 and 1980.

Organic and fecal contaminations (1) can be multi-cyclic as is well doc-
umented for the last 150 years in the lower Thames River (Schwartz et al.,
1990): it mostly depends on the relative production, collection and treat-
ment of urban wastes, i.e., on the ratio of collected population/sanitation,
as is also well documented for the Seine Basin (Barles, 2002). In many
European rivers, the maximum general contamination was noted in the
1950s and 1960s when the sewage collection rate increased, yet without
appropriate waste water treatment which was generalized in the 1970s and
1980s. This evolution is well documented through oxygen demand, ammo-
nia and fecal coliforms, which peaked during the 1950-1970 period.

Nitrate contamination has gradually developed after World War II fol-
lowing the general use of fertilizers in intensive agriculture (Cole et al.,
1993). In Western Europe, it is now approaching the severe impact level (50
mg NO3

-/L) set by WHO at which the water should not be used for drink-
ing. But the severe level for coastal phytoplankton development, set at a
much lower river concentration, had already been exceeded in the 1960s to
1970s. As a consequence, severe coastal algal blooms have followed in the
North Sea and in Brittany. In the Rhine River, nitrates have been slowly
decreasing since 1990 (ICPR, 2001); in other rivers, they are nearly stabi-
lized (Seine) or still increasing (Southern Europe).
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Contamination by pesticides (4) has been rapidly growing since the
1970s and, in a given medium-sized basin such as the Seine’s, over 100 dif-
ferent active molecules might be used (Chevreuil et al., 1998). The use of
such xenobiotic substances is now more and more regulated in Western
Europe and North America.

In South America, the expected evolution of river chemistry is some-
what different (Figure 9, lower part). Riverine quality is not likely to have
changed much prior to the arrival of European settlers, except for limited

Figure 9. Working hypotheses on the evolution of some chemical contamination indica-
tors in medium-sized Western Europe and in South American river basins. (1): organic
and faecal contaminations. (2): metal contamination. (3): nitrate contamination. (4):
pesticides. Accelerated time scale. CN, CR, CL: natural, recommended and limit levels for
related uses. South America: 2a = evolution of basins affected by Colonial American
mining, 2b = other South American rivers (Meybeck, 2003b).



agricultural land-use impacts from Pre-Columbian civilizations for exam-
ple on river sediment fluxes. A very slight atmospheric lead contamination
during the Roman times is theoretically possible since long-range human
impact of Pb and Ag mining and smelting has been documented in the
Northern Hemisphere (Shotyk et al., 1998 ; Renberg et al., 2000), although
less likely to have impacted the Southern Hemisphere. The most striking
possible feature of human impacts on South American rivers can be found
in Peru and Bolivia (2a): the gold and silver mining and the mercury amal-
gamation performed by the Spanish settlers since the mid-1500s (Brading
and Cross, 1972) have probably generated an enormous direct and indirect
mercury contamination via atmospheric pathways (Lacerda et al., 1999),
which remains to be validated using sediment archives.

In other South American regions, riverine changes are likely to have
occurred mostly over the last 50 yrs but will probably be much faster than
in Europe. Organic pollution, toxic metals, and xenobiotics contamination
are probably now reaching their maximum levels, due to the growing
imbalance between pressures and environmental regulation. Examples are
the Piracicaba River in Sao Paulo state (Mariely et al., 2002) and other
Brazilian rivers (Knoppers et al., 1999).

7.3. Possible Scenarios for the Future Contamination of Rivers

The evolution of rivers over the past 2,000 years can help us to foresee
some possible future scenarios of water quality for the next 50 years.
Although the precise evolution of rivers will be basin-specific, a schematic
trend is proposed here as a working hypothesis and illustrated for chemical
contamination (Figure 10). It is probably valid for other river syndromes.

Human pressures have started at a very local scale. There is an inverse
relationship between the impact severity and the spatial scale of contami-
nation (Meybeck et al., 1989, 2004). Chemical contamination was still very
limited some 2,000 years ago and likely occurred at the local scale only (<
104 km2). Two hundred years ago, most chemical contamination symptoms
were moderately developed at the regional scale. In the mid-19th century,
chemical contamination reached a moderate to severe level in some regions
of Western Europe and in parts of the Eastern USA, but was still negligible
on many continents, while the transfer of atmospheric pollutants over long
distance was already limiting the occurrence of truly pristine basins. In the
present Anthropocene period, river chemical contamination is now wide-
spread and the occurrence of very severe contamination levels at the local
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scale is well documented as has been demonstrated for some metals (Table
7) (mega-cities, historical pollutions, mining and smelting districts, etc).

Three main future scenarios (2000-2050) are envisaged here (Figure 10): 
(i) Business as usual and Laissez-Faire (Figure 10, Curve A): although

regulation/restoration responses may be developing on all continents,
human pressure is still increasing rapidly. The global contamination and
the artificialization of continental aquatic systems accelerate, leading to a
generalized degradation of aquatic habitat and an expected response of
aquatic biota, particularly in the coastal zone. From the analysis of recent
river evolution, it can be assumed that such a policy has been applied until
the end of the 1980s in Eastern Europe and in the Former Soviet Union
(Kimstach et al., 1998), and in most fast-developing countries such as in
China (Wang et al., 2000), Brazil, and India (Meybeck et al., 1991);

(ii) Priority reduction of river impact hot spots (Figure 10, Curve B).
Such a scenario applies mostly to the water quality issues. Environmental
management is here targeted to the most severe pollution issues, either
contemporary or historical (remediation of polluted sites), according to a
cost/benefit analysis. This policy has been applied in the past in most
Western European countries and the USA in the 1960s to 1980s. In such
a scenario, the biggest point sources of pollution and the most contami-
nated sites are cleaned up first, but there is a gradual shrinking of the
remaining sub-pristine river basins and a homogenization of river condi-
tions towards a mediocre quality;

(iii) Precaution management (Figure 10, Curve C): in addition to the
previous management rule, human impacts, either direct or indirect, are
generally limited to the lowest acceptable impact. This type of policy is
now being developed by the European Union in its new Water Framework
Directive. It has been favored for two to three decades by some countries
such as the Scandinavian countries, Switzerland, and Canada. However,
in such a scenario, some moderate and even severe impacts are likely to
remain at the local level due to structural factors (e.g., a mega-city locat-
ed on a small watershed with limited dilution power). This policy requires
a combination of citizen awareness, water literacy, scientific and techni-
cal knowledge, political will and financial means, which is unlikely to be
found everywhere.

These scenarios should now be combined with water runoff and river
flow scenarios resulting from Global Climate Models (GCM), and with water
use and water engineering scenarios. The occurrence and future develop-
ment of dams, water diversions and irrigation will greatly influence the dis-



tribution types of water bodies, their ecological functions (Petts, 1984) and
quality, as well as river fluxes. Some fluxes of materials (nitrogen, phospho-
rus, mercury, cadmium) across river systems and to oceans have increased
already much beyond the natural Holocene variations. Others, such as sed-
iments, are probably stable (Walling and Fang, 2003) despite an acceleration
of sources, due to a simultaneous acceleration of retention in riverine filters
principally reservoirs. A global decrease of silica concentration levels and
fluxes to the coastal zone is now likely. These changes are resulting in
marked impacts on coastal biogeochemistry (Rabouille et al., 2001) and food
webs (Rabalais and Turner, 2001). These contrasted Earth System modifica-
tions will have long-term impacts on both water resources and human
health although these cannot yet be assessed.

The continental aquatic systems are now shared by the natural and
human components of the Earth System (Crutzen, 2002; Steffen et al.,
2004; Meybeck, 2002, 2003b). Their analysis can be made using the OECD
Driver-Pressures-State-Impact-Response (DPSIR) already used in some
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Figure 10. Schematic evolution of the chemical contamination from point sources at dif-
ferent space scales from Roman period to contemporary. Scenarios for year 2050 corre-
spond to (A) business as usual, (B) priority reduction of the most polluted sites, (C) a
general application of precaution principle (Meybeck, 2003b).
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environmental studies such as coastal zone management (Turner and
Bower, 1999; von Bodungen and Turner, 2000; Crossland et al., 2005).

Natural Earth System drivers are climate change and sea level rise, nat-
ural climate variability and tectonic forcings (Figure 11, right part). Human
drivers such as population increase, economic and technical developments,
lead to the increased exploitation of natural resources generating multiple
pressures such as water use, waste release, land use, biomass use, increas-
ing development of xenobiotics, and river flow regulation. These pressures
modify the state of the Earth System and, in turn, have multiple impacts on
water resources. The combined changes of aquatic systems are part of the
general modification of the Earth System through alteration of water flux-
es, both vertical and lateral, green house gas emissions and river borne flux-
es. They occur at various time scales from years or shorter (vertical fluxes
to the atmosphere) to hundred of years and more (lateral fluxes of particu-
lates). The coastal response to modified river fluxes may also range from
decades to a hundred years and more.

On the human side (Figure 11, left part), these modifications of
Continental Aquatic Systems are generating both negative impacts
(Figure 11, lower left) and positive impacts (water supply security and
drought control, secured communications through waterways, decrease
of water-borne and water-related diseases, flood control). The assessment
of the evolution of continental aquatic systems (CAS) under Global
Change combines multiple degrees of complexity, which are just begin-
ning to be addressed (GWSP, 2005). The health issues related to the evo-
lution of aquatic systems must be addressed at sub-regional to local scales
due to their spatial heterogeneity and to the variety of human responses,
which can take decades in most cases. The first global scale models of
water quality now established for nitrogen and phosphorus at 30’x30’ res-
olution (i.e., 50x50 km at the equator) already show an enormous hetero-
geneity. This scale is sufficient for global assessment but not for local
management. The analysis of water quality trends and the construction of
hypotheses about their historical variation also reveal the complex inter-
actions of humans and water bodies, which vary from one river basin to
another although regional patterns are likely.

The future of human development will greatly depend on how we will
balance these negative and positive aspects. This will require new
approaches (e.g., the Earth System analysis with its teleconnection and
delayed impacts should now be considered in the Integrated River Basin
Management) and new concepts such as hydrosolidarity and water liter-



acy will have to be considered (Falkenmark, 1997; Lundqvist and
Falkenmark, 2000; Falkenmark and Lundqvist, 1998). This multidiscipli-
nary field is now wide open.
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Figure 11. The Driver-Pressure-State-Impact-Response cycle on continental aquatic sys-
tems (modified from Salomons et al., 1999 and Falkenmark et al., 1999).
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EARTH SYSTEM FUNCTIONING
IN THE ANTHROPOCENE: HUMAN IMPACTS

ON THE GLOBAL ENVIRONMENT

WILL STEFFEN & ERIC LAMBIN

Hurt not the earth, neither the sea, nor the trees.
Revelation 7:3, the Holy Bible

Most Gracious is Allah, Who reveals Himself
In the Qur’an, in man’s Intelligence

And in the nature around man.
Balance and Justice, Goodness and Care,

Are the Laws of His Worlds ...
Summary from Surah 55, the Holy Qur’an

Without the willow, how to know the beauty of the wind.
Lao She, Buddhist monk

We’re only here for a short amount of time to do what we’ve been put here to do,
which is to look after the country. We’re only a tool in the cycle of things. ... (we) go
out into the world and help keep the balance of nature. It’s a big cycle of living with

the land, and then eventually going back to it ...
Vilma Webb, Noongar People, Australian Aborigines, from: 

Elders: Wisdom from Australia’s Indigenous Leaders

1. The Earth’s Environment as a System

Through the ages, humans have recognized two important features of
the planet that we inhabit. First, the Earth is a single system that provides
a hospitable environment for humans. Second, humans are an integral part
of Earth itself, and not an outside force perturbing an otherwise pristine,
natural world. Words and phrases such as ‘balance’, ‘cycles’, ‘care ‘, ‘hurt not
the earth’ and ‘looking after the country’ recognize the nature of the Earth
System and important aspects of the human-environment relationship. 
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Modern science has added much detail and a quantitative underpinning
to the notion that the Earth operates as a single, interlinked system. In the
context of contemporary environmental change the term Earth System has
come to mean the suite of interacting physical, chemical and biological
global-scale cycles and energy fluxes that provide the conditions necessary
for life on the planet (Oldfield and Steffen, 2004). Several features of this
definition of the Earth System are important. First, the forcings and feed-
backs within the Earth System are as important as the external drivers of
change, such as variability in solar energy input. Second, biological/ecolog-
ical processes are an integral part of the functioning of the Earth System
and not merely the recipient of changes in physico-chemical systems.
Finally, the functioning of the Earth System exhibits many modes of natu-
ral variability; human-driven changes interact with this natural variability
in complex and sometimes mutually reinforcing ways.

The most well-known evidence for the behavior of the Earth as a sin-
gle, interlinked system comes from the Antarctic ice core data. The
Vostok ice core record (Petit et al., 1999) provides convincing evidence for
the systemic nature of the planetary environment, with properties and
behavior that are characteristic of the system as a whole. In particular:

– The variation of climate, as represented by a proxy for local tem-
perature (the oxygen isotope ratio, α18O), and of atmospheric composi-
tion, as represented by the concentration of the trace gases carbon diox-
ide (CO2) and methane (CH4) trapped in air bubbles in the ice, are close-
ly coupled throughout the record (Figure 1, see page 401).

– The main maxima and minima of temperature and trace gas con-
centrations, which mark the alternation between glacial and interglacial
conditions, follow a regular, cyclical pattern through time, each cycle
spanning approximately 100,000 years. The smooth changes in the eccen-
tricity of the Earth’s orbit act as the pacemaker for the observed perio-
dicity but internal mechanisms within the Earth System drive the
changes in climate and atmospheric composition. 

– The range, over which isotopically inferred temperature and trace
gas concentrations vary, is tightly limited. Throughout all four cycles,
each interglacial gives rise to similar peak values; each glacial culminates
in comparable minima. This points to a high degree of self-regulation
within the Earth System over the whole of the time interval recorded in
the Vostok ice core. 

The recent publication of the ice core data from the Dome Concordia
site (EPICA community members, 2004) extends the Antarctic record



back to 740,000 years. The data from the later part of the core confirm the
Vostok record, while the earlier data show some intriguing differences.
For example, the interglacial periods were not as warm then, but the
Earth spent more time in the warm mode. Also, the main mode of perio-
dicity was not so clear in the earlier part of the record, having features of
both the 40k yr periodicity of the pre-900k Quaternary period and the
pronounced100k yr periodicity of the Vostok record. In terms of the tight
coupling between greenhouse gas concentration and climate, and the
clear upper and lower bounds on temperature and gas concentrations,
the Vostok and Dome C data are in good agreement. 

The amplification and modulation of the external forcing of solar vari-
ability by the complex array of feedbacks and forcings within the Earth
System is crucial for maintaining Earth’s life support system. For example,
without the greenhouse gases that naturally occur in the lower atmosphere,
the Earth’s surface temperature would be about 30ºC lower than it is now,
and much more harmful ultraviolet radiation would penetrate to the
Earth’s surface without the layer of ozone in the stratosphere. However,
there is now strong evidence that the growth in the numbers and activities
of people – the burgeoning ‘human enterprise’ – has created a geophysical
force of global scale that is beginning to interfere with the internal forcings
and feedbacks within the Earth System (Andreae et al., 2004).

2. The Human Enterprise from an Earth System Perspective

Human-driven environmental change has operated largely at the local
scale for nearly all of human history. This situation changed with the
Industrial Revolution in the late eighteenth century. The introduction of
fossil fuel-based energy systems transformed economic systems, the
structure of human societies and the human capacity to affect the planet.
The new energy system increased our capacity to extract, consume, and
produce (Grübler, 1998), triggering a sharp and sustained rise in the glob-
al population, from just under one billion people in 1800 to a projected
nine billion by 2050 (UN Population Division 2000 and Lutz, this vol-
ume). In addition, changes in lifestyle and consumptions patterns in most
societies around the world have led to a global escalation in both total
and per capita demands for Earth’s resources, including fish stocks, inert
materials, freshwater, and prime agricultural soils (Dicken, 1992; Tolba
and El-Kohly, 1992). The resulting impacts on the Earth System are both
cumulative – changes that occur on a local scale but are so ubiquitous
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around the planet that when aggregated have a global-scale effect (e.g.,
Turner et al., 1990) – and systemic, such as changes in atmospheric com-
position and climate. Historically, cumulative changes have had more
impact on the environment, but systemic changes are expected to accel-
erate through this century.

Figures 2 and 3 (Steffen et al., 2004b) capture graphically the pro-
found transformation of the human enterprise and its growing impact on
the Earth System. The change in the human enterprise over the past few
hundred years is shown in Figure 2. The temporal scale begins before the
start of the Industrial Revolution and the spatial scale is global. Although
this masks important regional differences in trends, from the perspective
of the Earth System, global-scale indicators are appropriate. Figure 3
shows the impacts of the changing human enterprise on the structure and
functioning of the Earth System.

These two sets of plots together represent what is often called global
change. Figure 2 shows the human component of global change, while
Figure 3 depicts the environmental component; the latter is often called
global environmental change. In reality, these two components are strong-
ly coupled and indeed are parts of the same system – the Earth System. A
further important distinction is between environmental change at the
global scale and regional and local changes to the environment. This dis-
tinction will be made clearer via specific examples later in the paper.

Several features of Figures 2 and 3 are noteworthy. First, nearly all of
the indicators in Figure 2 either began to change around 1950, or changed
their rate significantly at that time. Clearly the human enterprise under-
went a profound reorganization and acceleration after the end of the
Second World War. Many of these socio-economic changes are associated
with the phenomenon of globalization. Second, the human imprint on the
Earth System is discernable in every component of the planet – oceans,
coastal zone, atmosphere, land. Third, the implications of this human
imprint go far beyond the well-known effects on climate to impact on a
wide range of Earth System functions, including the hydrological cycle, the
cycles of important chemical elements and the dynamics of the marine and
terrestrial biospheres. Global change is more than climate change.

Figures 2 and 3 suggest that the rates of the human-driven changes to
the Earth System are as important as their magnitudes. Figure 4, showing
the rise in atmospheric CO2 concentration, is a good example of this com-
parison. The Vostok ice core data (Petit et al., 1999) show that the CO2

concentration has varied naturally in the past and has shown rapid
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Fig. 2. The increasing rates of change in human activity since the beginning of the
Industrial Revolution (Steffen et al., 2004b). Significant increases in the rates of change
occur around the 1950s in each case and illustrate how the past 50 years have been a
period of dramatic and unprecedented change in human history. (US Bureau of the
Census, 2000; Nordhaus, 1997; World Bank, 2002; World Commission on Dams, 2000;
Shiklomanov, 1990; International Fertilizer Industry Association, 2002; UN Centre for
Human Settlements, 2002; Pulp and Paper International, 1993; MacDonalds, 2002;
UNEP, 2000; Canning, 2001; World Tourism Organization, 2002).



Fig. 3. Global-scale changes in the Earth System as a result of the dramatic increase in
human activity (Steffen et al., 2004b): (a) atmospheric CO2 concentration (Etheridge et al.,
1996); (b) atmospheric N2O concentration (Machida et al., 1995); (c) atmospheric CH4 con-
centration (Blunier et al., 1993); (d) percentage total column ozone loss over Antarctica,
using the average annual total column ozone, 330, as a base (Image: J.D. Shanklin, British
Antarctic Survey); (e) northern hemisphere average surface temperature anomalies (Mann
et al., 1999); (f) decadal frequency of great floods (one-in-100-year events) after 1860 for
basins larger than 200,000 km2 with observations that span at least 30 years (Milly et al.,
2002); (g) percentage of global fisheries either fully exploited, overfished or collapsed (FAO-
STAT, 2002); (h) annual shrimp production as a proxy for coastal zone alteration (WRI,
2003; FAOSTAT, 2002); (i) model-calculated partitioning of the human-induced nitrogen
perturbation fluxes in the global coastal margin for the period since 1850 (Mackenzie et al.,
2002); (j) loss of tropical rainforest and woodland, as estimated for tropical Africa, Latin
America and South and Southeast Asia (Richards, 1990; WRI, 1990); (k) amount of land
converted to pasture and cropland (Klein Goldewijk and Battjes, 1997); and (l) mathemat-
ically calculated rate of extinction (based on Wilson, 1992).
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changes in concentration on the geological timescale. However, within
the limits of resolution of the ice-core records, the current concentration
of 380 ppm appears to have been reached at a rate at least 10 and possi-
bly 100 times faster than increases of CO2 concentration at any other time
during the previous 420,000 years (Falkowski et al., 2000). Many other
human-driven changes to the Earth System show similarly rapid changes
compared to the pace of natural variability.

The remainder of this paper focuses on the extent of human impacts
on the global environment over the past few centuries. We focus first on
the transformation of the land surface; this is critically important for
human well-being, as it is our primary source of food and provides the
immediate environment in which we, as terrestrial creatures, must live.
We then summarize the human impacts on the Earth System’s two great
fluids – the atmosphere and the ocean – before considering human-driv-
en changes to climate and the hydrological cycle. We also consider the
possibility of abrupt changes in major aspects of Earth System function-
ing, changes that are rapid on both geological and human timeframes and
that could have catastrophic impacts on human societies. 

3. Transformation of the Land Surface

Ever since humans have controlled fire and domesticated plants and
animals, they have cleared forests to wring higher value from the land.
About half of the ice-free land surface has been converted or substantial-

Fig. 4. Atmospheric CO2 concentration over past 420,000 years from the Vostok ice core with
the recent human perturbation superimposed (Petit et al., 1999; Keeling and Whorf 2000).
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ly modified by human activities over the last 10,000 years. Undisturbed
(or wilderness) areas represent 46% of the earth’s land surface
(Mittermeier et al., 2003). Forests covered about 50% of the earth’s land
area 8000 years ago, as opposed to 30% today (Ball, 2001).

Concerns about transformations of the land surface emerged in the
research agenda on global environmental change several decades ago
with the realisation that land surface processes influence climate. Land-
cover change modifies surface albedo and thus surface-atmosphere ener-
gy exchanges (Otterman, 1974; Charney and Stone, 1975; Sagan et al.,
1979); terrestrial ecosystems are sources and sinks of carbon and thus
affect the global climate via the carbon cycle (Woodwell et al., 1983;
Houghton et al., 1985; Ruddiman and Carmichael, this volume); and land
cover controls the contribution of local evapotranspiration to the water
cycle (Eltahir and Bras, 1996). A much broader range of impacts of land-
use/cover change on ecosystem goods and services have now been identi-
fied. Of primary concern are impacts on biotic diversity worldwide (Sala
et al., 2000), soil degradation (Trimble and Crosson, 2000), and the abili-
ty of biological systems to support human needs (Vitousek et al., 1997).
Land-use/cover changes also determine, in part, the vulnerability of
places and people to climatic, economic, or sociopolitical perturbations
(Kasperson et al., 1995). When aggregated globally, land-use/cover
changes significantly affect central aspects of Earth System functioning,
and thus are truly components of global environmental change, in addi-
tion to their local and regional impacts. All impacts are not negative, how-
ever, as many forms of land-use/cover changes are associated with con-
tinuing increases in food and fiber production, in resource use efficiency,
and in wealth and well-being.

The area of cropland has increased globally from an estimated 300-
400 million ha in 1700 to 1500-1800 million ha in 1990 (Ramankutty and
Foley, 1999; Goldewijik, 2001), a nearly five-fold increase in three cen-
turies and a 50% net increase just in the 20th century. The area under pas-
ture, the estimates for which are more uncertain than for cropland,
increased from around 500 million ha in 1700 to around 3100 million ha
in 1990 (Goldewijk and Ramankutty, 2003). Forest area decreased from
5000-6200 million ha in 1700 to 4300-5300 million ha in 1990. Steppes,
savannas, and grasslands also experienced a rapid decline, from around
3200 million ha in 1700 to 1800-2700 million ha in 1990 (Ramankutty and
Foley, 1999; Goldewijk, 2001). 

The Global Forest Resources Assessment 2000 (FAO, 2001b) estimated
that the world’s natural forests decreased by 16.1 million hectares per year



on average during the 1990s; that is a loss of 4.2% of the natural forest that
existed in 1990. However, some natural forests were converted to forest
plantations. Gains in forest cover arose from afforestation on land previ-
ously under nonforest land use (1.6 million hectares per year globally) and
the expansion of natural forests in areas previously under agriculture,
mostly in western Europe and eastern North America (3.6 million hectares
per year globally). The net global decrease in forest area was therefore 9.4
million hectares per year from 1990 to 2000 (FAO, 2001b). The total net for-
est change for the temperate regions was positive, but it was negative for
the tropical regions. Between 1990 and 1997, 5.8 ± 1.4 million hectares of
humid tropical forest were lost each year (Achard et al., 2002). Forest
regrowth accounted for 1.0 ± 0.32 million hectares. The annual rate of net
cover change in humid tropical forest was 0.43% during that period. A fur-
ther 2.3 ± 0.7 million hectares of forest were visibly degraded. This figure
does not include forests affected by selective logging. 

The driving forces for tropical deforestation vary between the regions
(Figure 5, see page 402). In Latin America, large-scale forest conversion
and colonisation for livestock-based agriculture is prevalent, whereas
cropland expansion by smallholders dominates in Africa. In Asia, intensi-
fied shifting agriculture, including migration into new areas, gradual
change of existing areas toward more permanent agriculture, and logging
explain most of the deforestation (FAO, 2001b; Achard et al., 2002; Geist
and Lambin, 2002). Within these regions, deforestation is largely con-
fined to a few areas undergoing rapid change, with annual rates of defor-
estation from 2% to 5% (Figure 6, see page 402).

Historically, humans have increased agricultural output mainly by
bringing more land into production. However, the amount of suitable
land now remaining for crops is very limited in most developing countries
(Young, 1999; Döös, 2002), where most of the growing food demand orig-
inates. Where there is a large surplus of cultivable land, land is often
under rain forest or in marginal areas. The period after 1960 has wit-
nessed a decoupling between food production increase and cropland
expansion. The 1.97-fold increase in world food production from 1961 to
1996 was associated with only a 10% increase of land under cultivation,
but also with a 1.68-fold increase in the amount of irrigated cropland, and
a 6.87- and 3.48-fold increase in the global annual rate of nitrogen and
phosphorus fertilisation (Tilman, 1999). In 2000, 271 million ha were irri-
gated (FAO, 2001a). Globally, the cropland area per capita decreased by
more than half in the 20th century, from around 0.75 ha per person in
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1900 to only 0.35 hectare per person in 1990 (Ramankutty et al., 2002).
The mix of cropland expansion and agricultural intensification has varied
geographically (FAO 2001a). 

In 2000, towns and cities sheltered more than 2.9 billion people, near-
ly half of the world population (UN Population Division, 2002). Urban
population has been growing more rapidly than rural population world-
wide, particularly in developing countries. Urban form and function have
also changed rapidly. Built-up or paved-over areas are roughly estimated
to occupy from 2% to 3% of the Earth’s land surface (Young, 1999;
Grübler, 1994). Urbanisation affects land in rural areas through the eco-
logical footprint of cities, that is, consumption of prime agricultural land
in peri-urban areas for residential, infrastructure, and amenity uses.

Other forms of rapid land-cover change that are thought to be wide-
spread are still poorly documented at the global scale. Local- to national-
scale studies, however, demonstrate their importance and ecological sig-
nificance. Prominent among these are changes in the (sub)tropical dry
forests; forest-cover changes caused by selective logging, fires, and insect
damage; drainage or other forms of alteration of wetlands; soil degrada-
tion in croplands; changes in the extent and productive capacity of pas-
toral lands; and dryland degradation, also referred to as desertification. 

Land-use change is always caused by multiple interacting factors orig-
inating from different levels of organisation of the coupled human-envi-
ronment systems. The mix of driving forces of land-use change varies in
time and space, according to specific human-environment conditions
(Lambin et al., 2001). Land-use change is driven by a combination of the
following fundamental high-level causes (Lambin et al., 2003): (i)
resource scarcity leading to an increase in the pressure of production on
resources; (ii) changing opportunities created by markets; (iii) outside
policy intervention; (iv) loss of adaptive capacity and increased vulnera-
bility; and (v) changes in social organisation, in resource access, and in
attitudes. These changes are the product of multiple decisions resulting
from interactions between diverse agents, who act under certain condi-
tions, anticipate future outcomes of their decisions, and adapt their
behaviours to changes in external (e.g., the market) and internal (e.g.,
their aspirations) conditions (Lambin et al., 2003). Climate-driven land-
cover modifications do interact with land-use changes. Slow and local-
ized land-cover conversion takes place against a background of high tem-
poral frequency regional-scale fluctuations in land-cover conditions
caused by climatic variability, and it is often linked through positive feed-
back with land-cover modifications.
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4. Human Impacts on the Atmosphere and Ocean

While the human imprint on the terrestrial surface of the planet is rel-
atively easy to discern, the evidence for human impact on the two great
fluids of Earth – the atmosphere and the ocean – is harder to visualize but
nevertheless real and important. The human imprint on the atmosphere
began millennia ago; there was clear evidence of enhanced atmospheric
concentrations of lead, copper and other trace metals by the time of the
Greek and Roman Empires, as shown by ice core data from Greenland
(Hong et al., 1994) and in lake sediments (Renberg et al., 1994) and peats
(Lee and Tallis, 1973; Livett et al., 1979; Shotyk et al., 1996, 1998;
Martínez-Cortizas et al., 1999) from Europe. Since then, the human
imprint on the atmosphere has remained measurable and has grown
strongly in the last two centuries.

The best known of the human impacts on atmospheric composition
concerns the concentration of greenhouse gases (IPCC, 2001). Compared
to their pre-industrial upper limits of about 280 ppm, as shown in the
Vostok (Fig. 1) and Dome C ice cores (Petit et al., 1999; EPICA TEAM,
2004), the concentration of CO2 has now increased to nearly 380 ppm.
This represents a doubling of the entire operating range of CO2 between
glacial and interglacial states. The increase in CH4 concentration has been
even more dramatic and rapid, with the current concentration of 1700
ppb nearly three times that of the pre-industrial era (670 ppb). A third
major greenhouse gas, N2O, has risen in concentration more modestly,
from 285 to more than 310 ppb. For all three of these gases, the evidence
is very strong that human activities are responsible for the observed
increases (IPCC, 2001). 

Less well known, but perhaps as important as the change in green-
house gas concentrations, has been the sharp rise of aerosol particles in
the atmosphere (Andreae et al., 1995, 2005). Aerosols are defined as
atmospheric mixtures containing liquid or solid particulates of various
sizes and compositions suspended in carrier gases. The most studied of
the aerosol particles is sulphate, which began to increase in the North
Atlantic region from the start of the 20th century (Mayewski et al., 1990;
Legrand et al., 1997). Since the 1960s, however, concern about local and
regional air pollution has led to measures to curb sulphate emissions and
atmospheric concentrations of sulphate in the region have steadily
decreased from the 1980s. At the same time, the concentration of sul-
phate particles in the atmosphere in Southeast, South and Temperate
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East Asia are increasing steadily (Fu et al., 2002). Globally, anthropogenic
sources of oxidized compounds of sulphur are more than double the nat-
ural sources, indicative of the large human influence on the atmosphere’s
aerosol particle burden.

Carbonaceous particles (soot) from the combustion of fossil fuels and
from biomass burning are other sources of aerosol particles in the atmos-
phere (Kanakidou et al., 2005). Although biomass burning is a natural
part of the dynamics of some ecosystems, extensive deforestation and the
use of fuel wood by humans has led to an estimated 30-50% increase over
the last century in aerosol production from fires (Scholes et al., 2003).
Globally, the amount of soot in the atmosphere due to human activities
has increased by about 10-fold over natural sources (Brasseur et al.,
2003). Mineral dust arising from arid regions is a third important type of
aerosol particle. Like carbonaceous particles from burning, dust particles
also arise to some extent from natural sources. However, due to human-
driven land-cover change, the atmospheric loading of dust has increased
over the last couple of centuries, perhaps by as much as 30-50%
(Heintzenberg et al., 2003). Global distributions of aerosol particle load-
ing as characterized by the aerosol optical depth are shown in Figure 7
(see page 403).

Aerosols are a good example of an environmental problem that has
grown in scale from local and sometimes regional to one that is now unde-
niably global. The rapid geographical expansion of anthropogenic sources
of aerosols coupled with intercontinental atmospheric transport have gen-
erated global distributions of many important aerosol particles. This rapid
expansion of aerosol particles has impacts on air quality in places far
removed from their source and is also significant for climate, both directly
through their radiative properties, and indirectly through their effects on
cloud physics and their interaction with the hydrological cycle. 

The amount of oxidizing gases, often called photo-oxidants, in the
atmosphere has also increased due to human activities. The most impor-
tant of these is ozone, which is harmful in the troposphere, in contrast to
its role in the stratosphere (Crutzen, 1995). Tropospheric ozone is not
produced directly by human activities, but rather is the result of chemi-
cal reactions involving precursors that are produced by human activities.
The degree of increase in tropospheric ozone is difficult to determine, but
measurements at mountain sites in Europe suggest that it has increased
by a factor of four or so during the last century (WMO, 1999). As for
aerosols, the increase in emissions, coupled with atmospheric transport,



has elevated oxidizing gases from a local air pollution problem to a glob-
al change issue.

One of the most prominent changes in atmospheric composition
observed over the past decades has been the decrease in stratospheric
ozone over the southern high latitudes owing to the emission of chlorine-
and bromine-containing gases of industrial origin (primarily the so-called
chlorofluorocarbons). Peak ozone loss has approached 60% at the South
Pole – the so-called ‘ozone hole’; ozone loss in the stratosphere over the
mid-latitudes, although much less, is still measurable. Total column
ozone during the period 1997-2001 was 3% less than the pre-1980 value
for the northern mid-latitudes and 6% less for the southern mid-latitudes
(UNEP/WMO, 2002).

The human imprint on the marine environment is most strongly
expressed in the coastal zone, as more than 50% of the human population
lives with 100 km of a coast (Kremer and Crossland, 2002) and even more
use the coastal zone for recreational activities. Humans alter the coastal
zone most directly via geomorphological changes through the construc-
tion of shoreline engineering structures, ports and urban developments.
Other direct impacts include the conversion of natural ecosystems to
managed systems designed for food production, for example, the conver-
sion of mangrove forests to prawn farms. Globally, approximately 50% of
mangrove systems have been converted to other uses as a result of human
activities (Kelleher et al., 1995; WRI, 1996, 2000; Naylor et al., 2000).
Coastal ecosystems have also been modified by the direct or inadvertent
introduction of non-indigenous species, which can alter the structure and
functioning of coastal ecosystems.

One of the most important roles of the coastal zone in terms of Earth
System functioning is the transport and transformation of materials from
the land to the ocean. These include the flow of water itself, sediments
suspended in the water and a large range of chemical species dissolved in
the water. Human activities have altered all of these functions.

Perhaps the most profound change has been the flow of water itself,
described in more detail in the next section on changes in the hydros-
phere (see also Meybeck, this volume). The flow of suspended material
from upland areas is important for maintaining the structure of the
coastal zone as sediments provide the building material for river deltas
and for coastal geomorphology more generally. The overall impact of
human activities on the delivery of sediments to the coastal zone is diffi-
cult to determine due to two opposing effects. In many regions, delivery
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of sediment to the coastal zone has been decreased through sediment
trapping within reservoirs and other pondages upstream. In other areas
there have been regional increases in the delivery of sediments to the
coastal zone through increased soil erosion driven by construction, min-
ing, forestry and agriculture (Steffen et al., 2004b). 

Changes in nutrient flows through the coastal zone are more clear-cut
(Andreae et al., 2004). The sharp increase in the delivery of nitrogen to the
world’s oceans via the coastal zone is typical of the increased flow of
nutrients more generally from land to ocean. A synthesis of the current
understanding estimates that nitrogen delivery via rivers entering the
North Atlantic has increased by a factor of between 3 and 20 (Howarth et
al., 1996). Although some of this increased nitrogen flux is due to direct
human injection in the coastal zone from urban sewage treatment plants
and from industrial activities, much of the nitrogen is derived from fer-
tilizer application to agricultural areas upstream. Additional nitrogen is
delivered via atmospheric deposition of NOx originating from agricultur-
al, industrial or transport activities (Jaworski et al., 1997; Howarth et al.,
1996). Phosphorus delivery to the ocean has similarly increased in the last
50 years or so. In addition to nutrients, contaminants such as heavy met-
als, persistent organic pollutants, various other synthetic chemicals,
radioactive materials, bacteria and slowly degrading solid waste like plas-
tics are transported from land to the coastal regions.

The primary direct human impact on marine ecosystems is through
fisheries. The total fish catch globally increased steadily through the
20th century but has leveled off during the last decade (Figure 8), prob-
ably representing the upper limit that can be attained. Among the major
marine fish stocks or groups of stocks for which information is avail-
able, about 47-50% of stocks are fully exploited, 15-18% are overex-
ploited and 9-10% have been depleted or are recovering from depletion
(FAO, 2000). In terms of impacts of this fish harvest further down the
food chain, one recent study estimates that humans ultimately harvest
8% of the primary production of the oceans, with much greater per-
centages for the upwelling and continental shelf areas (Pauly and
Christensen, 1995). Human fisheries cause other changes to marine
food webs. For example, commercial fisheries probably influence popu-
lation characteristics of species incidentally caught in the fishery, as an
equivalent of 25% of the annual production of marine fisheries is dis-
carded as bycatch each year (FAO, 2000).
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5. Changing Hydrosphere and Climate 

Given the central importance of water for human well-being, it is not
surprising that the hydrological cycle has been heavily modified by
human activities (Meybeck, this volume). The widespread rise of agricul-
ture around 4,000 or 5,000 years ago triggered the start of major human
influence on the hydrological cycle through the first development of
water engineering works.

More recently, humans have come to dominate continental aquatic
systems through a strong increase of activity during the past century.
During that period, reservoirs and flow diversions have become both mas-
sive in size and widespread around the globe (Figure 9, see page 405).
About 45,000 dams over 15 m high are registered in the world and many
hundreds of thousands of smaller dams have been built on farms and on
rivers. At present about 40% of the total global runoff to the oceans is
intercepted by large dams, that is, about 16,000 km3 yr-1 of discharge.
Approximately 70% of this discharge flowing through large reservoirs
experiences a sediment trapping of 50% or more (Vörösmarty et al.,
2003). In the northern hemisphere only 23% of the flow in 139 of the

Fig. 8. World capture fisheries and aquaculture production (FAO, 2000).
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largest rivers is unaffected by reservoirs in one way or another (Dynesius
and Nilsson, 1994).

Now that much of the easily accessible surface water has been cap-
tured and diverted for human use, the extraction of groundwater is
increasing sharply. In many cases, the current extraction of deep ground-
water amounts to mining of the resource. For example, in the Chad Basin,
Nigeria, the groundwater reservoir has not been fully recharged for thou-
sands of years, with only shallow water recharge near the margins. A sim-
ilar situation exists in arid areas of the Middle East, where natural
recharge of the groundwater is also close to zero so that pumping of
groundwater for irrigation of agriculture is equivalent to the mining of
fossil water. Extraction of groundwater from the large Ogallala aquifer in
the Great Plains area of the United States for agricultural use has led to
decreasing water levels in the aquifer and to abandonment of agricultur-
al land (Steffen et al., 2004b). 

Water quality has also changed significantly over the last few cen-
turies, but the types of pollutants vary widely in the different regions of
the world (Meybeck and Vörösmarty, 1999; Vörösmarty and Meybeck,
2003; Meybeck, this volume). For example, in the developed world agri-
cultural runoff is probably the largest source of pollutants – sediments,
nutrients, pesticides and coliform bacteria. According to the US
Environmental Protection Agency (USEPA, 1989), 76% of pollution enter-
ing rivers and lakes in the United States is from non-point sources, of
which agriculture contributes 64%. Most of the chemical pollutants are
nitrogen and phosphorus compounds derived from fertilizers, and halo-
organic compounds arising from pesticides. In the developing world,
much of the water quality problem centers on faecal and organic pollu-
tants from untreated human wastewater, a problem that was eliminated
in developed countries a few decades ago. Loading of industrial and
urban pollutants on freshwater resources continues to be a major prob-
lem in many parts of the world.

Climate change is the most well-known aspect of global change, and
is often confused with global change itself. However, at the beginning of
the 21st century, climate change probably still has less impact on human
societies than the range of other global changes – direct changes to the
land surface, atmosphere, coastal zone, and hydrological cycle –
described herein. In addition, the recent Millennium Ecosystem
Assessment has documented the extent to which human activities have
modified terrestrial, coastal and marine ecosystems, and thus affected



their ability to provide ecosystem services to support human development
and well-being (Reid et al., 2005).

As this century progresses, climate change will almost surely become
more important as the climate moves further from its ‘operating range’ of
the last few millennia (IPCC, 2001) and the impacts on a wide range of nat-
ural and managed ecosystems become more apparent with increasing con-
sequences of various types (Hare, 2005). Furthermore, the rate of land-
cover change, particularly tropical deforestation in South America and
Southeast Asia, is projected to slow through this century under most sce-
narios (Reid et al., 2005). Thus, climate change will likely become relative-
ly more important by mid-century compared to other global changes, and
may dominate the other changes in the second half of the century.

The debate on whether climate change is ‘real’ or not is over; the vast
majority of global change scientists accept that the climate is now mov-
ing beyond the bounds of natural variability and that human activities
play a significant role in observed contemporary climate change (IPCC,
2001). The best-known feature of climate change is the rise in global
mean temperature (Figure 10, see page 406), largely due to an increase in
the nighttime minimum temperatures rather than an increase in maxi-
mum temperature. In terms of geographical variability, the high latitudes
of the northern hemisphere and the interior of continents more generally
are warming at a faster rate than the rest of the Earth’s surface. The evi-
dence for the general warming trend is also clearly discernible in the
cryosphere, in both the retreat of most land glaciers around the world and
the observed degradation of permafrost (Anisimov, 2004; ACIA, 2004).
The response of the terrestrial biosphere to the warming trend is now also
unmistakable (Parmesan and Yohe, 2003).

The magnitude and patterns of precipitation also appear to be chang-
ing beyond natural variability. For the mid and high latitudes in the
northern hemisphere, for example, it is very likely that precipitation
increased during the 20th century by 5-10% in many areas (IPCC, 2001).
This was predicted, as increasing temperature leads to increasing evapo-
ration from the land surface and a more active hydrological cycle in gen-
eral. However, there is some debate about whether evaporation is actual-
ly increasing, as the preferential increase in nighttime minimum temper-
atures would not increase evaporation (Roderick and Farquhar, 2004),
and in some regions of the world the cooling effect of increased aerosol
loading in the atmosphere may dampen evaporation from the land sur-
face (Ramanathan et al., 2001, 2005). In addition, there are some count-
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er-trends in precipitation change, with rainfall decreasing by about 3% on
average over much of the sub-tropical land areas (IPCC, 2001). 

Extreme events like floods and droughts are particularly important
aspects of climate for human well-being. Although there is inconclusive
evidence that the incidence of drought has increased globally, there is
some evidence that climate change is increasing the number of severe
floods around the world. The analysis by Milly et al., (2002), which exam-
ines 100-year floods (river discharge that has a probability of 0.01 of
being exceeded in any given year) for basins larger than 200,000 km2 with
observations that span at least 30 years, shows that the frequency of
extreme flood events is increasing. Only half of the observational record
of 2066 station-years was made after 1953, but 16 of the 21 extreme floods
occurred after 1953. The observed increase in extreme floods is consistent
with the projections of climate models, which suggests that the increase
in frequency of extreme floods will continue into the future.

6. Abrupt Changes in the Earth System

The palaeo record shows that abrupt changes of various types are a
common feature of the behavior of the Earth System, and closer examina-
tion of processes across many facets of the Earth System in the contempo-
rary period shows that nonlinear behavior occurs frequently (Rial et al.,
2004). The term ‘abrupt change’, the most common term used to describe
nonlinearities, usually refers to changes in major features of Earth System
functioning that occur at an unexpectedly rapid rate (Steffen et al., 2004a).
The term ‘unexpectedly rapid’ depends on the perception and time scale
considered, human or geological. Here we consider those changes that
would be considered abrupt on a geological time scale, but would also be
so rapid that they would be discernible within a human lifetime, thus
would occur within a decade or, at most, a few decades.

The sudden, unexpected formation of the stratospheric ozone hole
over Antarctica, mentioned briefly in Section 4, is an example of an
abrupt change that has already occurred (Crutzen, 2004). The rapid and
unexpected loss of ozone over the southern high latitudes was first rec-
ognized in the mid-1980s through measurements taken over decades by
the British Antarctic Survey. The cause of the ozone hole was traced to
man-made compounds called chlorofluorohydrocarbons (CFCs), pro-
duced as refrigerants and insulators and thought to be completely harm-
less. Under cold conditions in the stratosphere, the CFCs undergo a com-



plex series of reactions, eventually producing Cl2, which is photolyzed by
sunlight to create Cl radicals. These start a catalytic chain of reactions,
leading to the destruction of ozone. The ozone hole is an example of a
chemical instability in the Earth System, where a reaction sequence trig-
gered by synthetic compounds caused an abrupt shift in ozone concen-
tration in a large region of the stratosphere.

Instabilities in ocean circulation and regional climate are now attract-
ing much attention as a type of abrupt change that could severely impact
on modern civilizations. The focus is on the North Atlantic region; in this
area the Gulf Stream transports much heat from the tropical Atlantic
Ocean northwards, where the water cools and releases heat that is then
delivered by the westerly winds to Northern Europe and Scandinavia.
Much of the abrupt change seen in the Greenland ice core records (Bond
et al., 1999) is associated with reorganizations of this pattern of oceanic
circulation (Rühlemann et al., 1999). The abrupt climate shifts observed
in the Greenland ice cores extend well beyond the North Atlantic region,
as shown by a range of other synchronous environmental changes
observed around the northern hemisphere, indicating that the abrupt
changes are at least hemispheric and possibly global in extent (Alverson
et al., 2003). This evidence suggests a bipolarity in the states of the Earth
System, where the North Atlantic ocean circulation appears to flicker or
flip-flop between the two states, triggering extremely rapid and large tem-
perature swings of up to 10°C in a decade (Alley et al., 2001). Such
changes, if they occurred now, would have severe consequences for the
modern civilizations of the North Atlantic region. Studies show that a
weakening of the circulation is possible, and abrupt and irreversible
changes in ocean circulation cannot be excluded within the range of pro-
jected climate change over this century (Rahmstorf and Stocker, 2004).

The world’s coral reefs are undergoing changes now that are the result
of both local pressures and systemic global changes. There is a high prob-
ability that the combination of such forcings will cause most reefs to
cross a threshold and convert them to algal beds sometime in the second
half of this century, if not sooner. The global pressures are due to both
changes in ocean chemistry and sea surface temperature. Increasing
atmospheric CO2 leads to increased dissolution of CO2 in the upper ocean
layers, changing the acidity of the ocean water and thus the ability of reef
organisms to create their calcium carbonate shells (Orr et al., 2005). A
doubling of atmospheric CO2 is estimated to lead to a 30% reduction in
calcification rate of reef organisms (Kleypas et al., 1999). The warming of
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the ocean’s surface waters adds another stress on the reefs; the excep-
tionally warm year of 1998 triggered widespread bleaching of reefs
around the world (WRI, 2001). These global-scale forcings affect all reefs,
whether they are pristine or under local pressure from human activities
(e.g., fishing, tourism, nutrient loading from agriculture on adjacent
lands), but where the local and global pressures act together on reefs, they
are particularly susceptible to bleaching events and a conversion to algal
beds. It is estimated that 58% of the world’s coral reefs are currently at
medium to high risk of degradation and possible conversion to algal beds
as result of changing environmental conditions (Burke et al., 1998), and
this proportion will likely increase through this century.

Abrupt changes in human systems are rarely considered in global
change studies, but they may be more common than many think and,
indeed, could be triggered by gradual changes in the biophysical world.
Examples of potential changes in human systems include instabilities
caused by large and growing inequalities both within countries and between
countries exacerbated by global change; instabilities in the human health
system, including pandemics, re-emergence of old diseases and emergence
of new diseases; and the possibility that gradual changes in the biophysical
world could trigger abrupt changes in the globalizing economic system.

A summary of the potential biophysical part of the Earth System is
given visually in the global map of ‘switch and choke points’ (Schellnhuber,
2002; Figure 11, see page 406). The map is an attempt to identify those
areas where change – often abrupt change – at the regional level may lead
to significant changes in the way that the Earth System as a whole operates.

7. Human Health in a Changing Earth System 

The previous sections have described how human activities are affect-
ing the functioning of the Earth System in many different ways. It is clear
that the Earth is currently operating in a no-analogue state. In terms of
key environmental parameters, the Earth System has recently moved well
outside the range of natural variability exhibited over at least the last half
million years. The nature of changes now occurring simultaneously in the
Earth System, their magnitudes and rates of change are unprecedented
(Steffen et al., 2004b). The implications of the changing Earth System are
complex and potentially serious.

Direct impacts of changing climate and atmospheric composition are
probably the most obvious effects of global change on health. The heat



wave of 2003 in southern France that killed over 15,000 people is an
example of such an impact. Less well-known is an equally severe heat
wave in Australia in February 2004. Although Australian society is better
equipped than French society to deal with high temperatures, the heat
wave nevertheless caused numerous collapses due to heat stress in
Adelaide and Sydney as well as a surge in ambulance call-outs in
Brisbane, an event described by the Queensland commissioner of ambu-
lance services as ‘... the most significant medical emergency in the south-
east corner (of Queensland) on record’. (Steffen et al., 2005).

Deterioration of air quality due to emissions of a variety of deleterious
compounds is another. Originally considered to be a local or regional
problem, the long-range transport and transformation of chemical
species has now become so widespread that pollution from North
America affects Europe, while that from Europe affects Asia and so on.
Air pollution has become a global change issue (Brasseur et al., 2003).

In addition to direct impacts, global change affects human health via
ecological changes that can affect the transmission of diseases (McMichael,
this volume; Confalonieri et al., this volume). One consequence of changing
land use, for example, is the change in the prevalence of infectious disease.
Vector-borne diseases are particularly sensitive to changes in land cover
and land use, because their spatial distribution is restricted by the geo-
graphical range of the vector and by its habitat preferences. Research is
needed to better understand correlations between land use, specific vector
species and disease patterns. Land use change and vector ecology control
the interactions between hosts and vectors, given the use of different land
parcels by people, the breeding habitats of specific vectors and their dis-
persal through the landscape (influenced by landscape pattern and hetero-
geneity). The impact of land use change on vector-borne disease risks can
modify the course of land transformation via a feedback mechanism affect-
ing human decisions on land use. By predicting the effects that changes in
land use would have on vector-borne disease, public health funds could be
allocated more effectively in the prevention and treatment of these diseases.
Vector-borne disease is often most effectively combated through vector con-
trol measures but, to be effective, the behavior and ecology of the target
species must be fully understood.

Whatever biophysically driven impacts of global change on human
health can be postulated, it is clear that the differing vulnerabilities of coun-
tries or sectors of society will be often be the decisive factor in determining
whether a serious infectious disease pandemic, for example, breaks out or
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not. Therefore, indirect changes in the human component of the Earth
System may have the most critical effects on health. Deterioration of pub-
lic health systems due to an increased need of society to cope with the more
direct impacts of global change could ironically leave populations more vul-
nerable to disease. Populations in the developing world weakened by poor
nutrition or poor water quality will be also be more vulnerable to health
problems as global change accelerates (Shah et al., this volume). Changes
in the biophysical component of the Earth System could promote the re-
emergence of old diseases or the development of new diseases. As in many
aspects of global change, we should expect surprises as the Earth System is
subjected to a suite of increasing human pressures. Human health is
arguably the most complex of the major types of global change impacts on
our societies; understanding how to prepare for the impacts on and
improve the resilience of our health systems is surely one of the grand chal-
lenges of Earth System science.
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BIODIVERSITY AND INFECTIOUS DISEASE:
WHY WE NEED NATURE

ANDREW P. DOBSON

Preface

The large leather bible hit the congressional committee room table
with a crash that commanded the attention of congressmen, their aides,
and the press assembled for the Endangered Species Act hearings.
‘Extinction is a sin – We are destroying God’s creation’, announced the
President of Christians for the Environment. This produced a nervous
shuffling in seats. Congressmen unmoved by economic or scientific argu-
ments were plainly disconcerted by this sharp reminder that our moral
responsibility to other species puts parts of their constituency in blunt
conflict with each other. The rest of us breathed a little more easily. The
current US Congress, curiously immune to economic and scientific argu-
ments, has a visceral response to the Old Testament. Here I will expand
on this testimony and outline the broader economic, scientific and ethi-
cal arguments for ‘Why we need nature’. 

Biodiversity as Food-Webs

One of the first things we learn about in school nature classes is food
chains. My five-year-old son can happily arrange krill, fish, big fish, and
sharks into a logical hierarchy of producers and consumers. Ecologists and
economists have long been fascinated with the mathematical properties of
simplified food webs (Dunne, 2005). The Italian mathematician, Vito
Volterra, initially examined the properties of the simplest one predator and
one prey food web in the 1920s (Volterra, 1926). His stimulus was the worry
that his daughter would marry a fisherman. When he created a mathemat-
ical model of the interactions between fisherman and fish he realized that



that even this simple model had a pathological tendency to undergo sus-
tained cycles of abundance of predators (fisherman) and prey (fish). While
this was an unsuccessful deterrent to his daughter’s marriage, it catalyzed
a massive expansion in mathematical interest in the properties of ecologi-
cal systems. This early work of Volterra and Lotka (Lotka, 1923) advanced
our understanding of consumer-resource relationships considerably
beyond Malthus, whose worries about the geometric and arithmetic rates
of increase of consumer and resource are but a sub-set of this broad and
complex set of problems. The mathematical study of predator-prey systems
is at the heart of many natural processes; lions chasing zebra, insects eat-
ing plants and each-other, right through to how the immune system inter-
acts with viral and other pathogens that invade our bodies (May, 2001;
Nowak and May, 1991). These problems rapidly become more complex as
we increase the numbers of species that interact as hierarchical networks
of consumer and resource species within a food web (Cohen, 1989; Cohen
et al., 1990; Cohen et al., 2003; Dunne et al., 2002). 

‘There Ain’t Have Been Some Clever Geezers…’

To understand the scientific complexity of the problem we have to
compare ecology and the other life sciences to physics and chemistry. One
way to do this is to reduce these sciences to the level of the numbers of
different particles they consider, the spatial and temporal scales at which
those particles interact, and the complexity, or non-linearity, of these
interactions. In their purest form physics and chemistry consider limited
numbers of particles interacting at either extremely small or rapid scales,
or at huge scales over rapid timescales. The sheer magnitude of these
scales creates a mystical awe. Ironically this masks their lack of utility to
any aspect of human health or well being! In contrast, biologists consid-
er interactions between large numbers of particles of different types (mol-
ecules, cells, species) embedded in a complex hierarchy of webs, where
processes occur at timescales from seconds and minutes to millennia.
Because many of the species involved are cute, charismatic, or pests, and
studied at scales closer to fish-tanks and fields, there is less mystical awe
in the study of their interactions. 

When we convert forest or savannas to agricultural land we simplify
the local food webs and focus on cultivating a handful of domesticated
species as resources. This simplification reduces our potential to benefit
from the services supplied by the natural web. How we value nature is
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intimately linked with understanding the trade-offs between agriculture,
trade and nature (Arrow et al., 1995; Balmford et al., 2002; Costanza,
1991). Inherently asking the question ‘Do we need Nature?’ assumes we
can realistically compare the long-term value of natural habitats, whose
benefits are diffusely appreciated by a variety of people, with the instan-
taneous and focused annual yields of agriculture, timber products, or golf
course revenues. Some of the problems associated with this calculation
boil down to simply not knowing if the land is worth more as agricultur-
al land or natural habitat (Balmford et al., 2002). If we focus on a single
service or product we will always underestimate its natural value. If we
try and completely enumerate its value, we run the risk of exaggeration.
Even if we could undertake these calculations, we’d then need to quanti-
fy the dependence of the modified habitat on services produced by the
natural habitat (Dobson, 2005b). 

In the absence of a comprehensive pricing of nature’s services, then
the natural habitat will appear to be worth less than when converted to
agricultural land. This creates further pressure to convert all of the land
to agriculture. As an example, consider an area of land containing a patch
of woodland or prairie – this could range in size from a small farm, to
many hundreds of square miles, the Amazon basin, or the Serengeti. If we
convert the forest or savanna to agricultural land (or a golf course), its
economic value will be determined by the quality and quantity of prod-
ucts and services produced, minus the cost of converting the land. In con-
trast, if we leave the land in an undisturbed state it will have an econom-
ic value determined by a complex calculation that sums the resources
people remove from it for food or fiber, plus the added value we obtain as
it cleanses the surrounding air and water. We may also have to add its
value as a sink for greenhouse gases. Finally we must include a more
complex value determined by the pleasure people receive from spending
time there, or even simply knowing it is there. Alternatively, we could con-
vert a proportion of the land to agriculture and leave the rest as forest.
This may be particularly sensible if the agricultural land is dependent
upon the forest for services such as a constant water supply, or a source
of pollinators that ensure crop fertility (Figure 1, see page 407). 

Determining the proportion of land to convert and the proportion to
leave available for other species is the central problem of natural resource
management. Unfortunately the less we value Nature then the smaller the
proportion of land that will be kept set aside for other species. Many
international conservation treaties recommend leaving ten percent of the



land as set aside for Nature. Their logic stems from the well-known
‘species-area’ relationship discovered by Robert MacArthur and E.O.
Wilson in the 1960s (MacArthur and Wilson, 1963; MacArthur and
Wilson, 1967); this relationship suggests that each successive 90% loss in
habitat dooms 50% of remaining species to local extinction. From a pure-
ly utilitarian perspective, the amount of biodiversity we save is one
answer to the question ‘Will this level of biodiversity be sufficient to sup-
ply all the necessary services we are used to receiving from Nature?’

Unfortunately, the benefits of maintaining biodiversity are most
sharply appreciated in their absence! This usually occurs when we notice
a decline in air or water quality, reductions in crop pollination rates, or
increased pest and disease outbreaks. We are then stuck with the problem
of either replacing ‘Nature’s services’ with a technological fix, or of trying
to restore the natural habitat. Both are likely to be expensive; in the case
of restoration the significant current costs may not be met by future dis-
counted potential benefits (Dobson, 2005b; Dobson et al., 1997;
Simberloff et al., 1998). Restoration also assumes we know enough about
ecosystem functioning to put food-webs back together (Bradshaw, 1983;
Bradshaw, 1984). This illustrates one of the deepest scientific ironies of
the 21st Century: while we know much about the structure of atoms and
of the universe, we have only the most rudimentary understanding of the
structure of salt-marshes, forests, or even the soil beneath our crops.

Reasons to be Careful… Part 3

When land is converted from natural habitat, different species will go
extinct at different rates (Seabloom et al., 2002; Tilman et al., 1994).
Species are lost as their habitats are converted to agricultural land, as we
exploit them for food, or as they are out-competed for space and
resources by a suite of invasive plants and animals that are the camp fol-
lowers of human expansion (Crawley, 1986; Soulé, 1986). We are thus see-
ing a transformation from a world of tropical forests, tigers, orchids and
pandas, to one of weeds, mosquitoes, goats, and sparrows. This sequen-
tial loss of biodiversity means that the economic services will be lost at
different rates. Services that are predominantly supplied by species with
large area requirements, rare species, or species with specialist habitat
requirements, will be lost more rapidly than those mediated by species
that can persist in a handful of soil, or those able to rapidly adapt to the
suburban environment (Dobson et al., 2006; Jenkins, 2003; Kremen,
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2005). In some cases agricultural or weedy species may replace some of
the ecosystem services performed by the original native species. In gen-
eral, the services provided by species at the top of the food chain will be
lost more rapidly than those provided by those at the base of the web
(Dobson et al., 2006; Loreau et al., 2001). This creates a hierarchical loss
of natural services, initially the aesthetic benefits will decline, orchids and
pandas will become rare, and tigers and other predators will disappear
locally (Figure 2, see page 408). Except in areas that are strongly depend-
ent upon ecotourism, this will have only a limited impact on the local
economy. It will create problems, the loss of predators will cause the
species they prey upon to increase in abundance and become pests (Duffy,
2003). In turn this will lead to an increase in thorny, inedible vegetation
that encourages the now abundant deer, rabbits and insects to feed upon
crops. The increased contact of these species with humans and domestic
livestock increases the potential for disease transmission. Laws such as
the Endangered Species Act in the United States can prevent this cascade
of events. While focusing attention on individual species, the law seeks to
protect entire functioning food webs (Carroll et al., 1996; Eisner et al.,
1995; Mann and Plummer, 1995). 

Biodiversity and Infectious Diseases

A central question in the field of biodiversity and conservation biolo-
gy is whether increased diversity of host species tends to either buffer or
amplify disease outbreaks (Dobson, 2004; Dobson, 2005a). In the simplest
case the potential for disease outbreaks will be determined by the magni-
tude of R0 – this number is formerly defined as the number of secondary
infections produced by the initial infectious individual introduced into a
population of susceptible hosts (Anderson, 1982; Anderson and May,
1986; Dietz, 1993). 

We can think of R0 as a heuristic mathematical device that allows us
to examine the biological conditions that lead to an outbreak; quantifying
the relative contribution of the ecological factors that determine the mag-
nitude of R0 considerably focuses our understanding of how different
pathogens might be controlled. In cases where increases in species diver-
sity lead to increases in the number of contacts between infected individ-
uals and potentially susceptible hosts, increased host diversity will always
lead to increased values of R0 and a greater potential for disease out-
breaks (Figure 3, see page 409). In contrast, where increases in inter-spe-



cific transmission lead to reductions in within-species transmission, then
it is possible for increased host species diversity to lead to reductions in
R0. This will be the case for vector-transmitted pathogens such as malar-
ia, yellow fever, dengue fever and Lyme disease (Dobson, 2004). On one
hand, increased host diversity will lead to increases in the resources avail-
able to the vector population (e.g., more blood meals). However, as most
vectors take a finite number of blood meals per lifetime, this will lead to
an increased proportion of bites wasted on hosts that may be less viable
resources for the pathogen (Figure 3, page 409). Whether or not the
pathogens are buffered or amplified by the increased host diversity will
depend on whether increases in the size of the vector population are suf-
ficient to compensate for the ‘wasted bites’ on less viable hosts. Ecologists
have called this reduction in disease risk as host species diversity increas-
es ‘the dilution effect’ (LoGuidice et al., 2003; Schmidt and Ostfeld, 2001).
In a world where global climate change may lead to range expansion of
vector transmitted pathogens from the tropics into the sub-tropics and
temperate zones, the dilution effect creates an important utilitarian argu-
ment for conserving biological diversity (particularly vertebrates) – as
long as these species are present in abundance, the biting rate of mos-
quitoes on humans should be reduced.

Rinderpest in the Serengeti

As a final example of the role that infectious diseases can play in mod-
ifying the structure of complex ecosystems, let us consider the impact
that a single introduced pathogen has had on species that live in the
African savanna; an ecosystem where a large proportion of the human
population are highly dependent upon a range of ecosystem services to
supply most of their food and economic well-being (Homewood and
Rodgers, 1991). The savannas of East Africa support a large pastoralist
population, their herds often share grazing habitat with wild antelope
species, and the millions of ecotourists that visit the region each year pro-
vide the major input into the local economy. Yet the region also provides
perhaps the best example of a pathogen completely modifying the struc-
ture of a food web: the introduction of the rinderpest virus into sub-
Saharan Africa in the 1890s (Branagan and Hammond, 1965; Plowright,
1982). Rinderpest is a morbillivirus that infects hoofed animals: cattle,
wild buffalo, wildebeest, giraffe, and other large antelope. It is closely
related to both canine distemper (CDV) and measles, two of the com-
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monest diseases of humans and their domestic dogs; the recent evolution
of these three pathogens is intimately entwined with domestication of
dogs and cattle, this created the opportunities for the pathogen to estab-
lish in new host species, where a few mutations allowed it to differentiate
itself from rinderpest, which is the ancestral main trunk of the morbil-
livirus tree (Barrett, 1987). The split between the three pathogens is so
recent (<5000 years) that there is still strong cross immunity between
them; inoculation of dogs with rinderpest vaccine will protect them
against distemper. This again raises interesting questions about how we
classify pathogens in food webs where they may fail to establish a
dependence upon a host, but stimulate an immunological response that
allows the host to protect itself against invasion by a potentially lethal
natural enemy.

Rinderpest caused one of the largest pandemics in recorded history, it
took 10 years to spread from the Horn of Africa to the Cape of Good Hope,
during this time it reduced the abundance of many ungulate / artiodactyl
species by as much as 80% (Plowright, 1982). This in turn produced a tran-
sient glut of food for decomposers and scavengers, such as vultures and
jackals, however, this quickly lead to a massive reduction in food supply
for the predators that relied on wildebeest and other game for food. The
removal of the ungulates changed the grazing intensity on both shrubs and
grasses. This seems to have allowed some tree species to undergo a pulse
of recruitment, thus many of the fever trees that create woodlands in
damper areas of the savanna seem consist mainly of individual trees that
are now just over a hundred years old (Dobson, 1995; Dobson and Crawley,
1994; Prins and Weyerhaeuser, 1987). In contrast, reduced levels of grass
grazing led to an increased fire frequency, which prevented the establish-
ment of miombo bushland that had previously covered the savanna. This
in turn modified the habitat for many of the predators that require thick-
er bush coverage to successfully attack their prey.

The development of a vaccine for rinderpest in the 1950s allowed
these processes to be reversed (Dobson, 1995; Plowright and Taylor,
1967). There is an instructive irony here: the presence of rinderpest in
wildlife was blamed as the major reason why it had proved almost impos-
sible to establish large-scale cattle ranches in East Africa. The rinderpest
vaccine was largely developed to help the cattle industry, it was only ever
applied to cattle, but this in turn led to its disappearance from wildlife.
Thus cattle had been the reservoir and the repeated epidemics observed
in wildlife were in response to constant spillovers from cattle. Rinderpest



vaccination has successfully eradicated the disease from most parts of
Africa, except in times of civil unrest, when declines in vaccination cov-
erage allow it to resurge. The impact on wildlife has been spectacular: in
the Serengeti, wildebeest numbers have grown from around 250,000 to
over 1.5 million; buffalo have appeared in areas where they previously
unrecorded, and lion and hyena numbers have increased dramatically in
response to the enhanced food supply (Sinclair, 1979). This observation
strengthens our contention that predators are less effective than
pathogens in regulating host abundance. The numbers of some species
have declined, for example there are fewer Thompson’s gazelles perhaps
because of more competition for grassland forage, but more likely
because of increased predation pressure from the more numerous hye-
nas. African wild dogs have also declined since widescale rinderpest vac-
cination allowed their prey to increase in abundance; this may be prima-
rily due to competition with hyenas, though there may also be increased
risk of infectious disease, particularly distemper (Creel and Creel, 1996;
Dobson and Hudson, 1986). In the absence of rinderpest, it may be that
wild dogs (and other carnivores such as lions), no longer acquire cross-
immunity to distemper. The increased wildebeest abundance has reduced
the excess of dried grass during the dry season; this has in turn led to a
reduction in fire frequency, which has allowed the miombo bushland to
return to some areas of the Serengeti (Sinclair and Arcese, 1995; Sinclair
and Norton-Griffiths, 1979).

The key points to take from this example is that while the biomass of
the rinderpest virus in the Serengeti was always less than 10 kg, the virus
had an impact on the abundance and dynamics of nearly all of the dom-
inant plant and animal species in the system – even those which it did not
infect. It strengthens the notion that indirect effects may be as important
in shaping species abundance and web linkages as are direct interactions.
It also reinforces the earlier comments that pathogens may be as power-
ful as predators in regulating abundance and distribution of free-living
species in natural ecosystems. Finally the rinderpest epidemic illustrates
the importance of considering not just infectious diseases of humans
when we examine the epidemiology of future human well-being. The pas-
toralist population of East Africa was heavily impacted by the great
rinderpest epidemic, as their herds died, the pastoralists either starved, or
changed lifestyles and changed from pastoralists to farmers who settled
and permanently farmed the same area for crops. In the absence of
wildlife, tsetse flies switched to feeding on humans and created a major
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epidemic of sleeping sickness (Rogers and Randolph 1988); a vivid illus-
tration of the dilution effect described above. The recovery of wildlife,
itself a direct consequence of the control of rinderpest in livestock, led to
the huge expansion of tourism which provides most of the financial input
into the local economy.

Outro

My friend’s Bible again crashes on the congressional committee room
table, ‘Extinction is a sin!’. We can now add that the changes in land use
that create endangered species also create bell-ringers for the decline of a
variety of economic goods and services that will become increasingly lim-
iting. This creates a final irony. The most vociferous critics of environ-
mental protection implicitly assume humans and their domestic livestock
will be amongst the last species to go extinct. This opinion is inherent in
the belief that human existence is independent of the welfare of other
species. It is a dangerous form of naivety. Our dependence upon other
species makes it highly unlikely that humans will be the last species left
alive on the planet. The simplest bet is that we will go extinct about
halfway down the list. With a bit of luck, and a deeper understanding of
food webs, our technological skills may delay this inevitable demise. This
is less naïve, but still assumes we can develop replacements for the serv-
ices provided by biodiversity. The alternative is to conserve a significant
amount of biodiversity and explicitly acknowledge that Nature has a
value beyond our current ethical, economic and scientific understanding.
Ultimately, our greatest need from Nature may be the challenge it still
presents to human creativity. This is both beyond value and essential to
our long-term health and economic and spiritual welfare.
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PRE-INDUSTRIAL DEPOPULATION, ATMOSPHERIC
CARBON DIOXIDE, AND GLOBAL CLIMATE

WILLIAM F. RUDDIMAN1 & ANN G. CARMICHAEL2

The topic addressed by this volume – interactions among human health,
global change, and socio-economic factors – is immensely broad and com-
plex. In this paper, we focus on one of many related issues – the link
between population size (one of many possible indices of human well-
being), atmospheric carbon dioxide (CO2), and climate during the pre-
industrial portion of the historical interval. Specifically, we test a new
hypothesis that intervals of significant human depopulation (at the scale of
tens of millions of deaths) caused reforestation of abandoned farmland, and
thereby reduced atmospheric CO2 concentrations and cooled global climate.

In the first section of this paper, we focus on the major multi-regional
depopulation intervals identified in historical records. We summarize the
likely impacts of famine, war, and disease on depopulation and conclude
that disease is the largest factor in most major depopulation intervals. We
conclude that the correlation between major pandemics and intervals of
decreased CO2 supports a causal link between mass mortality and carbon
levels in the atmosphere. In the second section, we outline the methods
used to analyze and quantify possible pandemic-climate links. In the third
section, we model the response of atmospheric CO2 concentrations to car-
bon input and removal caused by reforestation, by decreases in rates of
deforestation, and by decreases in early coal use. We find that reforestation
was probably the major contributor to CO2 decreases during depopulation
intervals, while reductions in rates of deforestation and coal use were like-
ly secondary factors. 
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1. LINKS BETWEEN DEPOPULATION, DISEASE, AND CLIMATE

All dates cited in this paper are in years CE (current era), unless oth-
erwise specified.

1.1. Pandemics and Depopulation 

Historical changes in human populations for Europe, China, and the
Americas, as well as all other regions combined, are shown in Figure 1.
Three areas – Europe, China, and the Americas – were plotted individu-
ally because they show major depopulation during several pre-industrial
intervals. For most of Eurasia, these population data are from McEvedy
and Jones (1978), who noted that their estimates varied by ±20% relative
to other compilations based on similar sources. More recent estimates of
Chinese population from Lee and Feng (1999) were used, even though in
most cases continental scale estimates differ little from those in McEvedy
and Jones for the period before the late 1600s. Early population estimates
for several countries that are lumped together as ‘other’ in Figure 1 are
poorly constrained: India prior to the Mughal era (1500s), and Indo-
China, sub-Saharan Africa and Oceania even in later centuries. 

Population estimates for the Americas are taken from Denevan
(1992), who proposed an indigenous population of 55 million on the eve
of European contact, followed by a precipitous drop over the next two
centuries to 5 or 6 million. Formerly, such calculations depended on back-
ward projections from Spanish and Portuguese censuses of native popu-
lations and on mortality rates extrapolated from local examples. More
recently, new forms of archeological study such as air-photo and remote-
sensing surveys of ancient structures built for agriculture and transporta-
tion have provided additional support for higher population estimates.
The backward projection of the American population shown in Figure 1
prior to European contact is based on a 1500-year doubling time for pop-
ulation growth. We make no attempt to address regional fluctuations in
population in the Americas before contact with Europeans, such as the
collapse of Mayan civilization in the 800s and 900s or the smaller-scale
contraction and displacement of the Anasazi in the 1300s. 

The generally exponential rise of populations through historical time
reflects a host of factors that affected people and their food supplies.
Innovations in agricultural methods and technology, introduction of non-
indigenous foods (plant and animal), and social policies all played a role.
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Despite general population growth, every pre-industrial civilization also
experienced intervals of stagnation or depopulation (Landers, 2004). The
classical Malthusian checks of famine and disease, enhanced by warfare,
are frequently assumed to have driven periods of stagnation and decline.
Chinese populations uniquely limited fertility through infanticide (Lee
and Feng, 1999; Lavely and Wong, 1998). 

Among the intervals of decline lasting a century or more, we can dis-
tinguish in the sketchy historical records before 1800 a few dramatic
episodes of population loss that were concentrated within a decade. Here
we first explore the possible causes of these major depopulation episodes
– famine, warfare, or acute exogenous epidemic disease.

The hypothesis that famine accounts for intervals of large-scale
depopulation has largely been rejected. Even the worst famine of the last
millennium in Western Europe, from 1315 to 1322, claimed no more than
10% of the population in northwestern Europe, where its effects were

Figure 1. Link between pandemics (A) and major depopulation episodes (B) during the
last two millennia. Major population drops in Europe and China from McEvedy and
Jones (1978) and in the Americas from Denevan (1992).
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strongest (Jordan, 1996; Watkins and Menken, 1985, 1988). Where not
complicated by warfare or the loss of livestock to pestilence, population
numbers rebounded before the catastrophic Black Death a few decades
later. Population recovery occurred rapidly because famine and the addi-
tional diseases it causes primarily take the lives of the very young and the
‘elderly’ (at that time, those over 45 years of age). Large famines did not
recur in pre-industrial European populations; only the difficult years
from 1815-1818 compare in geographical extent with the 1315-1322 peri-
od. Although significant short-term famine mortality also occurred else-
where, including large areas of China during the early 1580s and 1640s
(Dunstan, 1975), the Chinese imperial state early initiated interregional
transfers of food to avert famine (Marks, 1998; Shiue, 2005). By the late
eighteenth century, famine crises in Europe, North Africa, and Asia had
also been largely solved by regional transportation of grain and by credit
financing that gave the affected populations and governments purchasing
power in larger markets (Ó Gráda, 2005). 

War is also not a first-order factor in most of the intervals of major
depopulation, although two periods of intensive warfare merit comment.
During the Thirty Years’ War in Europe (1618-1648), mortality was abnor-
mally high because civilians were frequently targets of military actions. An
estimated 8 million people died in German regions and in Belgium
(Gutmann, 1980), but even that number did not reach the levels during the
major depopulation intervals plotted in Figure 1b. War and political
upheaval, however, did precipitate major depopulation during at least one
interval in Chinese history. From 1278 to 1369, the occupying Mongol
rulers of northern China (the Yuan dynasty) destroyed much of the ecolog-
ical and economic infrastructure, leading to catastrophic population losses
in the north, as well as localized epidemics and famines. In this case, 25 to
50 million people are thought to have died. Millions likely fled south, to the
southern Song dynastic region, with some estimates of regional depopula-
tion in the once prosperous north as high as 86% (Deng, 2003). 

With the exception of China, disease is the primary explanation of the
great depopulation episodes of human history. Infectious and non-infec-
tious diseases regularly pruned pre-industrial populations before the san-
itary revolution of the late nineteenth century, but they did not for the
most part result in major fluctuations over decades or centuries
(Bourdelais, 2003; Livi-Bacci, 2001). This pruning can be regarded as a
‘steady-state’ phenomenon: always in action, always culling a share, but
not causing discrete population drops. 
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In contrast, a few acute infectious diseases – principally plague in
Europe and various viral rashes in the Americas – were ‘pandemic’ agents
that led to a few great depopulation episodes. Demographically, bubonic
plague affects at-risk populations indiscriminately with respect to age and
gender. Plagues killed people during their reproductive years and were
accompanied or followed by non-plague epidemics; the combination had
a lasting negative effect on population recovery (Hatcher, 1977; Paine,
2000). Smallpox and measles introduced in the Americas had similarly
extensive, multi-regional effects. Temporally these epidemics lasted a cen-
tury or more, and the losses were much higher than those caused by other
diseases. The impacts of three major pandemics are obvious in the popu-
lation trends in Figure 1.

The first major interval of large-scale depopulation in Mediterranean
and Western Europe began with the so-called Antonine plague of 165-180.
Although the principal microbial cause of this epidemic is debated, pop-
ulation loss was geographically and demographically extensive within the
Roman Empire, including populous North Africa (Duncan-Jones, 1996;
Scheidel, 2001). During the centuries after 200, McEvedy and Jones
(1978) estimate a cumulative population loss of 40% (~10 million people)
in southern and western Europe, but lesser mortality in the more sparse-
ly populated north and east. The interval between 200 and the early 500s
was one of general depopulation, punctuated by brief periods of partial
recovery. Other diseases may have been involved in these ongoing losses,
as well as socio-economic factors. Sallares (2002) suggests that malaria
had a substantial demographic impact on the later Roman Empire.

The ‘Plague of Justinian’ in 540-542 was far more severe and spread
across the entire continent of Europe (Stathakopoulos, 2004). Narrative
accounts of Justinian’s plague suggest that bubonic plague, caused by
Yersinia pestis, was the principal agent of recurrent epidemic crises (Sarris,
2002). Plague recurred repeatedly from the sixth to the eight centuries from
the Mediterranean west to Ireland and east to the lands of Islam, and prob-
ably spread farther east along the Silk Road (Twitchett, 1979). 

The ‘Black Death’ pandemic of 1347-1353 in Europe, the Middle East,
and North Africa offers better evidence of abrupt and protracted popula-
tion decline. In regions where depopulation ratios can be calculated,
Black Death losses reached the 30 to 45% level (a total of 25 to 33 million
people). Plague, most likely caused by Yersinia pestis, and other epidemic
infectious diseases recurred frequently in Europe during the century fol-
lowing this catastrophe, and population stagnation persisted well into the
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1400s (Hatcher, 1994). The region now comprising Poland, Lithuania,
Latvia, and northern Russia initially remained relatively unscathed, but
populations in these regions collapsed half a century later. 

Regional as well as dramatic localized plagues persisted in Europe
until the mid-seventeenth century, with a final epidemic in Marseilles and
Languedoc in 1720-22. Specific urban plagues during the period 1550 to
1720 caused mortality rates as high as 25 to 40% in parts of southern and
central Europe, the only region where plagues seemed to have caused
overall declines in population after 1600. Parish registers in German-
speaking regions show that smaller settlements suffered even greater
depopulation than urban centers (Eckert, 1996).

Even the extraordinarily high losses from recurrent plague and pesti-
lence in Europe and the lands of Islam were still less devastating than the
effects of common ‘old world’ infections on the native populations of the
Americas. In addition to the diseases to which European, Asian and
African populations had partial immunity, Native Americans were sub-
jected to a host of diseases introduced by European livestock. The result
was unprecedented mortality – depopulation without even partial recov-
ery. An estimated 80 to 90% of the pre-Columbian population (50 to 60
million people) died between 1500 and 1800, with the highest losses in
heavily populated regions probably occurring in the 1500s and 1600s
(Denevan, 1992; Richards, 2003). 

The role of disease in depopulating China was less predominant than
in the west (Elvin, 1993). Of the two periods of great epidemics men-
tioned in Chinese historical sources, that of 636-655 seems to correspond
with the spread of plague eastward along the Silk Road (Twitchett, 1979).
A second wave of epidemics spread through more than half of North
China from 698 to 713, reaching Korea and possibly Japan. Outbreaks in
the 730s are more securely identified as smallpox. In areas where the best
records survive, Japan’s registered population in 726 ranged from 23 to
90% below that of 609. Over the next millennium, until the 1600s, the
worst losses occurred in areas of longstanding warfare. Dunstan (1975)
and Chang (2002) show that the Manchu conquest of the late 1630s, dis-
placing the Ming dynasty by 1644, was particularly troubled by smallpox
epidemics. The extensive and widespread mortality among those being
incorporated into this new regime prompted the first extensive treatise on
large-scale epidemic diseases within traditional Chinese medicine. 

The overall doubling of human global population from 400-500 mil-
lion in 1500 to 850-950 million in 1800 owed much to improvements in
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both regional and global transportation of food and to the availability of
credit (Richards, 1997). Most of the population rise during the modern
period in India and Japan (late sixteenth-seventeenth centuries) and in
China and Europe (eighteenth century) occurred through consolidation
and stability of political power. The Americas did not regain pre-
Columbian population levels until the nineteenth century, and this only
by virtue of European immigration and expansion. 

1.2. Linking Pre-Industrial Depopulation Intervals, CO2, and Climate Change

Recent advances in climate science have provided valuable new infor-
mation on climate change during the historical era. The first proxy-based
reconstruction of temperature spanning the last millennium at a hemi-
spheric scale was that of Mann et al. (1999). This and subsequent efforts
have been based on records in climatic archives such as ice cores, tree
rings, and corals. Dozens of records have been analyzed to extract a com-
mon temperature signal weighted so as to avoid bias from the uneven
spatial distribution of the records. 

Several other reconstructions of northern hemisphere temperature
changes during the last millennium show similar patterns but varying
amplitudes (Crowley and Lowery, 2000; Jones et al., 2001; Jones and
Mann, 2004). In higher (Arctic) latitudes, reconstructed temperature
changes over decadal intervals are generally larger by a factor of 2 or 3
than hemispheric averages (Overpeck et al., 1997; Esper et al., 2002). This
poleward amplification is consistent with the larger temperature vari-
ability observed today during cold seasons near sensitive snow and sea-
ice boundaries. Moberg et al. (2005) recently reconstructed changes in
temperature much larger than those in Mann et al. (1998) and Crowley
and Lowery (2000). But the disproportionate number of proxies from
polar latitudes used in the Moberg reconstruction may invalidate it as a
representative hemispheric-mean signal. 

The first attempt to extend the northern-hemisphere temperature
reconstruction towards the start of the historical era in Europe is shown in
Figure 2a (Mann and Jones, 2003). The shaded region indicates the large
uncertainties resulting from the sparse coverage of sites and the imprecise
links of the proxy indicators to temperature. A comparison of the trends in
Figures 1b and 2a hints strongly at a correlation between cooler climates
and intervals of major regional depopulation. Cooler temperatures pre-
vailed during the slow European population decrease between 200 and 800,
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Figure 2. Reconstructed trends in northern hemisphere temperature (top) from Mann
and Jones (2003) and atmospheric CO2 concentrations (bottom) from Etheridge et al.
(1996) and Indermuhle et al. (1999).
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and again from 1500 to 1750, the time of the American pandemic. Warmer
conditions prevailed during the intervening pandemic-free era. 

Given this apparent link between intervals of major depopulation and
large-scale climate change, an obvious question is what kind of mecha-
nism might account for it. The greenhouse gas, carbon dioxide (CO2),
plays an important role in climate change, and its past concentrations in
the atmosphere can be measured in air bubbles trapped in ice drilled in
Antarctica. Plotted in Figure 2b are records of CO2 concentrations from
two sites. The record from Law Dome (Etheridge et al., 1996) is the bet-
ter dated because it contains layers of volcanic ash particles from explo-
sions of known age (Palmer et al. 2001). Dating of the record from Taylor
Dome (Indermuhle et al., 1999) is far less secure: it is based on correlat-
ing the methane signal at Taylor Dome to that of an annually layered (and
thus well dated) ice core from Greenland. Uncertainties for the Taylor
Dome record derived in this way are estimated at ~500 years prior to
1000, and ~100 years during the most recent millennium.

The conventional interpretation of these historical CO2 trends is that
they are driven by natural variations in the frequency of volcanic explosions
and by small changes in the radiative output of the Sun over decadal and
century time scales (Crowley, 2000; Gerber et al., 2003). In this view, both
the CO2 oscillations and the temperature changes shown in Figure 2 are
natural responses of the climate system to the same solar-volcanic forcing. 

This explanation can be evaluated with carbon cycle models that
quantify both the size of the CO2 oscillations and the amount of global (or
hemispheric) temperature change that would result from solar-volcanic
changes (Gerber et al., 2003). The models indicate that solar-volcanic
forcing sufficient to cause a CO2 oscillation of 1 ppm (part per million)
should produce a temperature response of 0.08°C. Gerber et al. (2003)
compiled a composite CO2 curve by stacking and averaging individual
CO2 records from four ice cores. Because several of the largest CO2 oscil-
lations are offset among individual cores (as in Figure 2b), this procedure
yielded a smoothed record with maximum CO2 variations of ~4 ppm. This
value seemed roughly consistent with the CO2 change that the model pre-
dicted should accompany the temperature variations in Figure 2. 

Ruddiman (2003) viewed these CO2 records in a different way. He
noted that both ice-core records in Figure 2b have CO2 oscillations as
large as 8 ppm, as did an early record from Adelie Dome (Barnola et al.,
1995). He thus proposed that the large CO2 changes are real but that inad-
equate dating control caused these oscillations to be misaligned (offset in
age) from record to record. 
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If the CO2 drops really were as high as 8 ppm, the solar-volcanic expla-
nation cannot account for them without violating the constraint imposed
by the small changes in reconstructed temperature. For example, the
average cooling between the intervals 900-1100 (the ‘Medieval warm
interval’) and 1500-1800 (the ‘Little Ice Age’) is no more than 0.3ºC
(Figure 2a), consistent with a CO2 drop of ~3.5 ppm. Yet the CO2 drop
between those two intervals in the well-dated Law Dome ice core is
~8 ppm (Figure 2b), leaving 4 to 5 ppm of the observed change to be
explained by factors other than natural forcing. 

Subsequent work has further highlighted the shortcomings of natural
factors as an explanation of these CO2 decreases. CO2 changes in well-dated
ice from Dronning Maud Land and South Pole confirm a CO2 drop of at
least 8 ppm from 1100 to 1700 (Siegenthaler et al., 2005). Those authors
also concluded that the Little Ice Age cooling, which is small in amplitude
and centered in the North Atlantic region, is unlikely to explain so large a
CO2 drop. This apparent failure of the solar-volcanic explanation to account
for the large observed changes in CO2 invites a different explanation.

1.3. The Pandemic-CO2-Climate Hypothesis

An alternative explanation for the large CO2 oscillations-human activities
arose as a corollary to a recent hypothesis. Ruddiman (2003) pointed out
that the gradual rise in CO2 and methane values during the last several mil-
lennia is anomalous compared to trends during similar intervals in the early
portions of previous interglaciations (Figure 3, see page 410). Previously,
CO2 values rose to a strong peak just before the start of each interglaciation
and then declined steadily through the next 10,000 to 15,000 years of each
early-interglacial interval. Early in the present interglaciation, CO2 reached
a similar peak 10,500 years ago and began to decline as it had before.
Beginning around 8000 years ago, however, a large CO2 increase occurred
that had no precedent in previous interglaciations.

Ruddiman (2003) proposed that humans were responsible for this
anomalous CO2 increase, primarily by clearing and burning forests in
southern Eurasia to open land for farming. Carcallet et al. (2002) had inde-
pendently inferred a possible human role in the CO2 increase of the last
8000 years, based on increased deposition rates of charcoal on several con-
tinents. Ruddiman (2003) also suggested that major increases in rates of
human mortality might be the explanation of the century-scale CO2 oscilla-
tions near the end of the Holocene CO2 rise. He proposed that pandemics –
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outbreaks of bubonic plague and other diseases on a multi-continental
scale – are the most plausible mechanism for linking changes in human
populations, atmospheric CO2, and global climate. The link proposed was
large-scale reforestation of farms abandoned as a result of pandemics, and
subsequent sequestration of atmospheric carbon in the growing forests. 

The correlations among pandemics, depopulation episodes, decreases
in CO2, and cooler temperatures in Figures 1 and 2 support this explana-
tion, particularly if allowance is made for the uncertainties inherent in
historical estimates of human mortality, in dating the CO2 signals, and in
the pattern and amplitude of the temperature reconstruction. In addition,
the evidence from China discussed earlier further indicates that at least
one depopulation episode (during the Yuan dynasty, 1278-1369) could
have resulted from conquest and social policy. The population losses in
that episode also had the potential to affect the global carbon budget
because prior to population collapse, northern China had turned to coal
as a primary fuel source, having exhausted the accessible forest reserves
(Hartwell, 1962, 1967). 

If depopulation episodes contribute to changes in atmospheric CO2

concentrations, it makes sense to ask whether or not the observed CO2

changes could have driven the reconstructed changes in northern hemi-
spheric temperature. Based on a widely used estimate of Earth’s temper-
ature sensitivity to CO2 changes (IPCC, 2001), the CO2 drop of 8 ppm
between the maximum at 1100-1200 and the minimum at 1500-1800
should have caused global and hemispheric temperature to fall by ~0.1°C.
Over this same interval, the average temperature decrease (using century-
scale averages and ignoring decadal-scale variations) was 0.15-0.2°C (Fig.
2a). As a result, the observed CO2 decrease appears to explain half or more
of the drift toward colder temperatures from the warmer medieval era to
the peak expression of the so-called little ice age (1550 to 1800). 

In summary, the model simulation of Gerber et al. (2003) indicates
that natural forcing cannot explain a CO2 drop of 8 ppm during the last
millennium without violating the small temperature cooling reconstruct-
ed for the northern hemisphere. A factor new to the ‘natural’ workings of
the climate system – human history – appears to have played a significant
role in both the CO2 and temperature changes of recent millennia. This
hypothesis immediately raises the question of whether human popula-
tions really were large enough centuries or millennia ago to have had an
impact on atmospheric CO2 concentrations. The purpose of the rest of
this paper is to make a quantitative assessment of this idea.
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1.4. CO2 Target Signal for Testing the Pandemic-CO2-Climate Hypothesis 

The CO2 trends at Taylor and Law Domes from Figure 2b are com-
bined into a composite target signal in Figure 4 (see page 410). The well-
dated Law Dome record subsequent to 1100 years ago serves as the target
signal. Prior to that time, we are forced to rely on the less securely dated
record from Taylor Dome. The intervals of large-scale depopulation dis-
cussed earlier correspond to three periods of CO2 decreases in Figure 3:
(1) a small but long-lasting drop of ~2 ppm during the epidemics and pan-
demics of the late Roman Era between 200 and 600 AD; (2) a short ~2
ppm decrease during the Black Death (bubonic plague) pandemic of 1350
and subsequent outbreaks in the next century; and (3) an abrupt drop of
~5 ppm soon after the start of the American pandemic era in the 1500s. 

For the analysis that follows, we need to consider how faithfully the
ice cores might record very rapid changes in atmospheric CO2. The initial
Black Death pandemic (1347-1353) represents the most extreme case:
large changes in population occurred within a few years, and resulting
changes in carbon emissions and sequestration within a few decades. In
contrast, the large changes between 200 and 600 and between 1500 and
1750 occurred over centuries. 

Because of exchanges of air in the uppermost layers of snow, firn, and
ice, CO2 values recorded in ice cores have been smoothed over intervals of
decades. Law Dome ice was deposited rapidly, and the estimated smoothing
interval is short enough (~20 years, Etheridge et al., 1996) to register even
short-term changes in atmospheric CO2. As a result, the Law Dome CO2 val-
ues in Figure 3 are well suited for analyzing the effects of the Black Death
and American pandemics on CO2 and climate. The smoothing interval for
the slowly deposited Taylor Dome ice is estimated at ~140 years (Indermuhle
et al., 1999). This resolution should suffice for analyzing the slow-developing
and long-lasting depopulation that occurred from 200 to 600. 

2. METHODS USED TO TEST THE DEPOPULATION-CO2-CLIMATE LINK

This section describes methods and assumptions used to evaluate the
hypothesis that changes in carbon emissions caused by depopulation
affected CO2 oscillations during the last two millennia (Ruddiman, 2003).
This analysis requires two key links: (1) quantifying the amount of carbon
sequestration on abandoned land produced by the major intervals of
depopulation; and (2) translating this carbon sequestration into changes
in atmospheric CO2.
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2.1. Deforestation and Reforestation: Human ‘Forest Footprints’

Deforestation by humans occurred in two major phases that had dif-
ferent impacts on the environment. The first phase, here termed agricul-
tural deforestation, was the clearing of old-growth forests to open land for
croplands and pastures. This phase accounted for the largest part of for-
est removal (Williams, 2003). In addition to making new land available to
grow food, habitat of dangerous mammalian predators was reduced.
Because the negative environmental impacts of this kind of clearance
were relatively small and not much noted at the time, this early phase of
deforestation received little comment from contemporary observers, par-
ticularly because much of it preceded the advent of written records. This
phase of deforestation was featured in the hypothesis of Ruddiman
(2003) and is the focus of this paper. 

The second phase of deforestation, here referred to as resource defor-
estation, pertains to forested areas that remained on higher steeper ter-
rain when most arable land had been cleared. Wood taken from these
regions was used for building homes and ships, for cooking and heating,
and for smelting of iron as societies advance in technological sophistica-
tion. Each of these uses of wood was roughly an order of magnitude
smaller than the earlier losses to agricultural clearance (Williams, 2003).
In many cases, the remaining forests became managed woodlots that
were cyclically harvested. 

This later phase of resource deforestation was widely noticed by con-
temporary observers, in part because the impending loss of the residual
forests seemed threatening, and in part because of highly visible environ-
mental damage (Bechmann, 1990; Elvin, 1993). Without forest cover,
rainwater tended to run off steep slopes rather than being absorbed into
the soil and water table. Hillsides eroded, rivers carried mud-laden run-
off, and natural springs disappeared because of reduced ground-water
flow. These two phases of deforestation overlap to some extent. Even in
the early phases of agricultural deforestation, some timber was used for
home building and some wood was burned for heating and cooking. But
clearance of arable land was the predominant form of deforestation.

History provides a vital ‘data point’ for the analysis that follows. In
1086, William the Conqueror ordered a survey of his newly won land
(England) that by chance gives a snapshot of an iron-age country very
near the transition between the two phases of deforestation. The survey
results, reported in 1089 in the Domesday Book, counted 1.5 million citi-



zens and determined that 90% of the arable land was in pasture or crop-
lands. A meticulous analysis by Rackam (1980) based on wide-ranging
historical and ecological methods confirmed both the pattern and extent
of deforestation indicated by the Domesday survey. Perhaps as a result of
the Domesday survey, William’s heirs enacted laws restricting the access
of commoners to the remaining forests. 

The Domesday Book provides a basis for two kinds of quantitative
estimates used in this study. The Domesday census and land-use numbers
indicate that a population density of ~11 persons/km2 was sufficient to
deforest 90% of the arable land in England in the 11th century. With this
value in hand, we can use historical population data from McEvedy and
Jones (1978) and compilations of the amount of arable land (lying at
<1km elevation) to estimate the time at which other regions inhabited by
iron-age people reached a population density of 11/km2 and thus
(arguably) the point of full deforestation of arable land. Such an assump-
tion is of course, crude, but in many regions it can be evaluated against
historical and ecological sources. 

Table 2 shows the estimated time when heavily populated regions of
Europe and Asia would have reached the Domesday population thresh-
old. In Europe, numerous sources suggest that most arable land in the
Greco-Roman centers of early Mediterranean civilization was deforested
by the start of the historical era (Hughes, 1975; Thirgood, 1981;
Simmons, 1996; Roberts, 1998; Williams, 2003), in agreement with the
estimates in table 2. Part of the expansion of the early Roman Empire
entailed a search for timber to build ships and maintain dominance in the
Mediterranean Sea.

Table 2 indicates that much of Western Europe reached the Domesday
threshold between 1000 and 1300, an interval of rapid population growth.
These estimates are consistent with data on forest losses in France and
Germany between 1100 and 1350 (Bechmann, 1990) and with laws enact-
ed to protect forest preserves in those regions during the 1200s and 1300s
(Williams, 2003). In contrast, Scandinavia and countries in the easternmost
Baltic were never fully deforested during medieval centuries. Exploitation
of timber resources in those regions only occurred in the early modern peri-
od, when shipbuilding demands in Western Europe expanded. 

We assume that the Domesday density threshold is also applicable to
northern and central China where ‘dry’ farming of grain crops (primarily
millet) and pasturing of livestock predominated, as in Europe. Chao
(1986) reported that only a little more than 1 ha of land per capita was
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tilled as of 2000 years ago but his estimates omitted pastures, hay fields,
woodlots, dwelling areas, and (in some cases) fields left fallow between
intervals of cultivation. In any case, the Yellow and Yangtze River valleys
both passed the Domesday density threshold well before 2000 years ago,
and historical ecologists have concluded that they were largely deforest-
ed at an early date (Hughes, 1975; Grigg, 1994; Simmons, 1996; Williams,
2003; Elvin, 2004). Historical evidence also suggests very early (pre-his-
torical) deforestation of dry seasonal forest in grain-growing areas of the
Indus River valley (Fairservis, 1971; Hughes, 1975). 

It is unlikely that the Domesday density threshold can be applied to
the rice-growing areas of southern China, the Ganges River area of north-
eastern India, and intervening lowland areas of southeastern Asia. In
these regions, irrigation permitted very high food production per unit
area, and people probably had a smaller per-capita impact on forested
lands. Nevertheless, Chao (1986) reported that much of the deforestation
of South China for agriculture was already confined to mountainous
areas by the eighth to eleventh centuries, implying that lowland (rice-
growing) regions were already fully occupied by rice farmers. The esti-
mated date of 1100 for agricultural deforestation in this area (Table 2)
agrees with this analysis (McNeill, 1997). 

In any case, rice consumption favored such rapid population growth
that population densities in such regions soon grew to several times the
Domesday threshold. As a result, very early deforestation of the Ganges
River valley of India and Bangladesh (prior to 2000 years ago) has been
widely deduced by several studies (Fairservis, 1971; Hughes, 1975; Grigg,
1994; Simmons, 1996; Williams, 2003). Other regions in Southeast Asia
(Japan, Indonesia, and Korea) appear to have passed the Domesday pop-
ulation density threshold by ~1000 or soon after (Table 2). 

The Domesday density value of 11 people/km2 is useful in a second
way. Inverted, it yields an average per-capita ‘forest footprint’ for each
iron-age human of 9 hectares (9 ha, or 0.09 km2). Each human clears that
much land, primarily for agriculture. This average per-capita value
implicitly allows for the small fraction of England’s population that was
not engaged in farming and also for the fact that some members of farm
families did not personally clear any land. We assume that Europeans liv-
ing in iron-age cultures and in regions where the arable land had not yet
been deforested occupied a farmland footprint of 0.09 km2 prior to the
onset of the late-Roman depopulation interval and the Black Death pan-
demic waves. 
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In contrast, the depopulation episode caused by the American pan-
demic between 1500 and 1750 killed people who were living in a late
Neolithic (‘stone-age’) culture. The per-capita forest clearance for these
people was lower than that for iron-age cultures. 

Gregg (1988) estimated the amount of land needed by a typical
Neolithic European village for crops, pastures, livestock, and fuel wood.
She arrived at a per-capita estimate of 3 ha (0.03 km2) of cleared land.
Most of this amount represented pastures and hayfields. Woodlot needs
were smaller, and croplands smaller still. The three-fold increase between
this 3-ha estimate and the 9-ha Domesday value presumably reflects the
intervening appearance of iron-age axes and plows, as well as the domes-
tication of draft animals that dislodged stumps and pulled plows. 

Estimates of the per-capita ‘forest footprint’ in the pre-Columbian
Americas range between a few tenths of one ha to more than 2 ha (Maxwell,
1910; Heidenrich, 1971; Hurt, 1987; Williams, 2003). Values toward the
lower end of this range tend to focus only on areas under ‘current’ cultiva-
tion for major crops and thus omit other factors: fields that lie fallow, fre-
quent movements to new plots, and the use of forest wood for fuel. 

Another reason this range is lower than the 3-ha value for Neolithic
Europe is that most indigenous Americans kept no livestock and had no
need of pastures and hay fields. But, presumably to fill their nutritional
needs, they made wide use of fire to open and maintain clearings so that
they could attract game and encourage growth of berries, nuts, and other
foods. Although the extent of burning is difficult to estimate (Vale, 2002),
it may have been one of the primary alterations of the landscape in pre-
Columbian North America. 

Plausible allowance for areas that were burned repeatedly (and thus
kept ‘deforested’) would presumably bring the forest-footprint estimates
for the Americas more in line with that from late Neolithic Europe. We
assume here that every indigenous American occupied a forest footprint
of 2 ha (0.02 km2), half or less in croplands and woodlots, and the balance
in areas burned repeatedly (and thus kept open). These forest-footprint
estimates (9 ha for iron-age Europe and 2 ha for late Neolithic America)
bracket estimates of 5-8 ha for primitive modern cultures living in condi-
tions intermediate between a stone-age and iron age existence (Lawrence
et al, 1998; personal communication, 2004). 

To convert these ‘forest footprint’ estimates of early farmers to specif-
ic amounts (tons) of carbon, we need to know the average carbon densi-
ty of specific types of forest in various regions. Houghton (1999) estimat-
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ed the amount of carbon released by converting specific types of forest to
pasture or cropland. The values ranged from less than 1000 tons per km2

for dry forest to almost 3000 tons of carbon per km2 for rain forest. We
use Houghton’s estimates to calculate the amount of carbon sequestered
per unit area when cropland or pasture reverted to the type of forest nat-
ural to each area. 

To estimate the total amount of carbon sequestered on abandoned
farms, we calculate the product of the number of people killed during a
pandemic interval, the average ‘footprint’ of farmland occupied per per-
son, and the carbon content per unit area of land that reverts to forest:

Total carbon sequestered = (# people) x (km2/person) x (tons car-
bon/km2).

The very large amounts of carbon involved in these calculations are
referred to as GtC, or billions of tons of carbon (1 Gigaton=1 Petagram=1015 g).

2.2. Converting Changes in Atmospheric Carbon to Atmospheric CO2 Anomalies

The second major step in assessing the effects of major depopulation
episodes is to transform estimates of the amount of carbon sequestered
in reforestation into net changes in atmospheric CO2 concentration. If all
of the carbon sequestered by the vegetation were only exchanged with the
atmosphere, the exchanges would occur in the ratio 2.13 GtC/1ppm CO2,
based on the weight of CO2 in the atmosphere. For example, the pre-
industrial CO2 concentration of 282 ppm is equivalent to 600 GtC (282
ppm x 2.13 GtC/ppm = 600 GtC).

In nature, however, exchanges of terrestrial carbon are not limited to
the atmospheric reservoir. Rapid exchanges occur between the atmos-
phere, the surface ocean, and the vegetation and soil reservoirs over years
to decades to centuries, while exchanges between these surface reservoirs
and the deep ocean occur over centuries to millennia. 

If a sudden decrease in terrestrial carbon emissions occurs, it will pro-
duce an abrupt drop in atmospheric CO2, but within 50 years the signal
in the atmosphere will have relaxed nearly half way back toward the pre-
input concentrations (Fig. 5; based on Fig. 1 of Joos et al., 2004). The later
phase of the relaxation is slower much because of the slow carbon
exchanges with the deep ocean and the even slower exchanges between
deep water and sea-floor CaCO3. Even after several millennia, an estimat-
ed 10% of the initial carbon perturbation still remains in the atmosphere.
In summary, the CO2 concentration of the atmosphere at any ‘current’
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time is significantly effected by carbon emissions in preceding decades,
but it also retains a significant ‘memory’ of emissions from centuries ago. 

To model the changes in atmospheric carbon and CO2 concentrations
that would occur in response to carbon sequestration during historical
intervals of major depopulation, we use historical population data,
human ‘forest footprint’ estimates, and carbon-density information to
establish the time-varying pattern of carbon sequestration. Because most
historical population data are available at no better than multi-decadal
resolution, and because ice cores smooth changes in atmospheric CO2

over similar intervals, we estimate changes in 50-year time steps.
We then move the impulse response function shown in Figure 5

across these time-varying estimates of carbon sequestration. The pertur-

Figure 5. Impulse response based on Joos et al. (2004) showing the effect of carbon
exchanges on the carbon content of the atmosphere. After sudden removal of 10 GtC, the
atmospheric perturbation decreases rapidly for decades, then much more slowly for cen-
turies and millennia.
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bations caused by carbon sequestration after pandemics and other depop-
ulation episodes die off in the same manner as the function in Figure 5:
quickly at first and then much more slowly for centuries to millennia.
This pattern simulates the operation of complex carbon-climate models
by distributing carbon quickly among fast-reacting surface reservoirs and
then more slowly with the deep-ocean and ocean-sediment reservoirs.
The filter moves forward in time steps of 50 years, equivalent to the reso-
lution of the historical depopulation estimates.

3. MODELING THE EFFECT OF DEPOPULATION ON CARBON BUDGETS

Three possible links exist between intervals of large-scale depopula-
tion and decreases in atmospheric CO2. As noted in sections 1 and 2, pan-
demics may have caused reforestation of abandoned farms, thus seques-
tering large amounts of carbon, and driving atmospheric CO2 to lower val-
ues (Ruddiman, 2003). Here we use the approach outlined in the previous
section to evaluate the effects of reforestation. 

In addition, we evaluate the potential impact of two additional factors
on atmospheric CO2 concentrations – reduced rates of global-mean defor-
estation during and after the three major pandemics, and reduced rates of
pre-industrial coal burning during the major depopulation of China in the
1200s and 1300s. Given the uncertainties involved in all of these analyses,
the results presented are best regarded as a first-order test of the plausibil-
ity of these links, rather than as a definitive quantification of their size. 

3.1. Reforestation

Ruddiman (2003) cited evidence from historians and historical ecolo-
gists for widespread abandonment of farms and farm villages during the
two plague pandemics in Europe (McNeill, 1976; Rackam, 1980;
Thirgood, 1981; Taylor, 1983). Reforestation is a foregone conclusion for
the American pandemic, given the mortality rates of 85-90% (Denevan,
1992; Williams, 2003). 

Evidence from land-use modeling (Houghton, 1999) indicates that
forests will reclaim abandoned farmland in 50 to 100 years as dense
stands of carbon-rich brush and saplings. Well within 100 years, the veg-
etation regains the equivalent carbon density of a mature forest. If suc-
cessive waves of pandemic disease recur over a half-century or more,
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large amounts of carbon will continue to be sequestered on land that had
previously been devoted to agriculture.

Reforestation occurs only if no major population ‘excess’ exists to re-
occupy the abandoned farms. If an excess does exist, farms are unlikely
to revert to nature because other people soon resettle them. Based on the
estimates in Table 1, we eliminate north-central China from this refor-
estation analysis, despite the large population drops shown in Figure 1a.
The high population densities in northern and central China since before
2000 years ago should have provided a large excess of people to occupy
abandoned land. Population densities in southeastern China were also
high enough by 1000 years ago to leave it out of consideration. 

For Europe during the late Roman Era and Black Death pandemics, we
use estimates of pandemic mortality from McEvedy and Jones (1978), who
subdivided population estimates for Europe along the boundaries of mod-
ern countries. We use the footprint of 9 ha (0.09 km2) for European iron-
age cultures. For the interval of depopulation spanning the late Roman era
and subsequent centuries, we assume that each death led to per-capita farm
abandonment in all of Europe except Greece and Italy, the only two regions
that had already surpassed the Domesday population threshold (Table 2).
For these regions, we assume no farm abandonment. 

By the time of the Black Death, southwestern Europe had reached the
Domesday threshold (Table 2). We assume that all farms in this region were
re-occupied because population densities exceeded the threshold, but that
none were re-occupied in northeastern Europe, Scandinavia and European
Russia, where densities were low. Williams (2003) showed substantial
reforestation of the northern plains of Germany after the Black Death. 

For the American pandemic, Denevan (1992) subdivided pre-
Columbian American populations at continental to subcontinental scales.
We use the 2 ha (0.02 km2) forest footprint for the American Neolithic cul-
tures. In view of the 85-90% mortality rate for the American pandemic, we
assume no reoccupation of abandoned regions, except for Aztec Mexico. In
that region, the Spanish moved in quickly with their livestock, thus pre-
venting major reforestation in lower-lying areas, but not in more heavily
forested high terrain. We assume a reforestation rate of 75% for Mexico. 

The product of the total mortality, the human ‘footprint’, and the for-
est-specific carbon sequestration yields estimates ranging from ~8 to ~14
Gt of carbon sequestration for the three pandemics (Table 3). These totals
need to be allocated as time-varying amounts of sequestration across the
duration of each pandemic. 
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McEvedy and Jones (1978) estimated that the population of Europe
decreased nearly linearly between the geographically extensive Antonine
‘plague’ in 165-180 and the severe plague of Justinian in 540-542.
Afterward, populations remained low for several centuries as lesser
plague outbreaks continued. To approximate this continuous loss of pop-
ulation (and reforestation of abandoned land), we apportion the estimat-
ed 7.7 Gt of sequestered carbon from reforestation (Table 3) evenly across
the interval 200 to 600 at a rate of 0.96 GtC per half century. We add a lag
of 50 years to allow for the time required for abandoned farms to be cov-
ered by young forests. 

The model simulation indicates that the atmosphere would have reg-
istered a maximum decrease of 2.2 GtC in the atmosphere by the interval
600-650 (Fig. 6a). Because the worst phase of this depopulation episode
ended by 600, the major phase of reforestation should have come to an
end by that time as well, even though plague outbreaks continued after-
ward. In the following centuries, carbon levels in the atmosphere slowly
rose toward their prior concentration. 

The severe Black Death outbreak from 1347 to 1353 was followed by
smaller recurrences of plague over the next century. Of the total of 8.2 GtC
estimated to have been sequestered during this pandemic (Table 3), we
allocate 6 GtC to the interval 1350-1400 and the other 2.2 GtC to the inter-
val 1400-1450. The model simulation (Fig. 6a) indicates that the atmos-
phere would have registered a maximum decrease of ~3.2 GtC between
1400 and 1450. For a brief interval between 1450 and 1500, following the
Black Death but before the start of the American pandemic, the model
simulates a brief rebound in atmospheric carbon (Fig. 6a). 

Historical evidence suggests that the effects of European diseases
were most devastating during the early phase of the American pandemic.
Very high mortality is recorded by the 1520s and 1530s among the Aztecs,
Incas, and populations in river valleys of southern North America
(Denevan, 1992; Newson, 2001). We allocate the estimated 13.8 Gt of total
carbon sequestration during the American pandemic as follows: 5 GtC in
the half-centuries from 1550 to 1600 and from 1600 to 1650, and 1.9 GtC
in the intervals from 1650 to 1700 and from 1700 to 1750. The model sim-
ulates a maximum decrease in atmospheric carbon of ~4.3 Gt from 1600
to 1650 (Fig. 6a). Much of this anomaly lingers into the 1700s and 1800s,
by which time Europeans had begun to settle in the Americas in large
numbers and deforest (or ‘re-deforest’) many regions that had already
been deforested prior to the pandemic. 
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3.2. Reduced Deforestation

In addition to causing reforestation, pandemics can also affect carbon
budgets by reducing the rate of global deforestation. By killing a sizeable
fraction of the humans that had previously been cutting forests, pan-
demics reduce the amount of carbon emitted to the atmosphere. 

It is not possible to make region-by-region estimates of rates of defor-
estation during the historical era prior to industrial times. Such estimates
would require detailed knowledge of growth rates of each regional popu-
lation through time, yet population estimates for these times are inexact.

Figure 6. Model simulation of effects of major depopulation intervals on atmospheric car-
bon. Solid lines are estimated decreases in atmospheric carbon based on historical and
ecological data. Dashed lines are model simulation of effects on the atmosphere after
exchanges with other carbon reservoirs. Reforestation (A) has the largest effect on carbon
reductions, with smaller effects from reduced deforestation (B) and coal burning (C).



WILLIAM F. RUDDIMAN & ANN G. CARMICHAEL180

Calculating first derivatives (rates of change) of these already-uncertain
numbers would greatly amplify the errors. 

We can, however, make a very crude estimate of the reductions in defor-
estation rates by taking an indirect approach. First, we estimate the mean
global rate of carbon emissions from deforestation across the last two mil-
lennia. For this, we use the estimate from Ruddiman (2005) that anthro-
pogenic emissions prior to the industrial era amounted to a total of ~200
GtC. The rising CO2 concentration in the atmosphere shown in Figure 3 can
be used as a guide to partition this 200 GtC total across the last 8000 years.
We assume that emissions began at 0 GtC/century 8000 years ago and rose
to ~4 GtC/century by 2000 years ago. It then fluctuated around that value
until the start of the industrial era. These estimates yield total emissions of
just under 200 GtC for the pre-industrial era. The value of 4 GtC/century fits
within estimates from Joos et al. (1999) of terrestrial carbon emissions (nat-
ural plus anthropogenic) during the last millennium. 

Next we estimate the fractional reduction in global-mean carbon
emissions caused by each pandemic. For simplicity, we assume that
deforestation ceased entirely in pandemic-stricken regions because of
pervasive mortality and related social disruption. We use Table 2 as a
guide to eliminate regions that had previously reached the end of the agri-
cultural phase of deforestation. In Table 4, we list the populations of all
naturally forested regions that were still being actively cleared for agri-
culture at the time each pandemic struck. We calculate the size of the
pandemic-stricken population as a percentage of this ‘global’ estimate.
Finally, we allow for the fact that the first two (European) pandemics
struck iron-age cultures, while the last (American) one ravaged a stone-
age (Neolithic) culture. We assume that the rate of forest clearance in
stone-age cultures was 22% of that in iron-age cultures, in proportion to
the ratio of the iron-age and stone-age per-capita footprints (9 ha and 2
ha) and we adjust the calculations to incorporate this factor. 

Using this method, we estimate fractional reductions in global carbon
emissions at the peak of each pandemic: 13% for the late Roman era
depopulation, 5% for the 14th century (Black Death) pandemic, and 14%
for the American pandemic (Table 4). We then multiply the global-mean
rate of carbon emission from deforestation (4 GtC/century) by the maxi-
mum fractional reduction in each pandemic to estimate the (maximum)
net reduction in carbon emissions from deforestation. The values calcu-
lated are: ~0.5 GtC/century for the pandemic that began in the Roman
Era, 0.2 GtC/century for the Black Death pandemic, and 0.6 GtC/century
for the American pandemic. 
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We distribute these carbon-emissions reductions across the span of each
pandemic interval in Figure 5b based on the mortality rates estimated by
McEvedy and Jones (1978) and Denevan (1992). The effect of deforestation
on carbon budgets differs from that of reforestation in two respects. First,
the reductions in carbon emissions to the atmosphere are immediate, unlike
the multi-decadal delay of carbon sequestration due to slow reforestation
and carbon uptake after the pandemics. Second, the reduced rate of carbon
emissions continues until the stricken population recovers. After the late
Roman Era pandemic, European populations did not fully recover until
1000 (McEvedy and Jones, 1978). In contrast, recovery was well underway
by 1500, only 150 years after the Black Death (Landers, 2004). In the case of
the American pandemic, native populations had not even begun to recover
by 1800 when Europeans arrived in large enough numbers.

In general, the simulated impact of reduced deforestation on the car-
bon budget of the atmosphere is considerably smaller than that from
reforestation (Fig. 6b). Carbon reductions for all intervals in the last 2000
years are tenths of a GtC, compared to estimated values of several GtC for
reforestation. Deforestation contributes a small amount to carbon reduc-
tions in the atmosphere during and after pandemics. 

3.3. Reduced Burning of Coal 

A third factor that could have affected pre-industrial atmospheric CO2

concentrations is burning of coal in China. Because of early deforestation
in northern and central China, coal was used as a source of fuel for heat-
ing and cooking long before the pre-industrial era. People extracted coal
from surface outcrops and shallow pit mines using iron tools and then
burned it in small braziers (hibachi-like stoves) in their homes. By the
middle of the Song Dynasty (1040-1200), burning of coal was common in
the north, while firewood was rationed and charcoal making forbidden.
Hartwell (1962, 1967) estimated that all domestic fuel by the twelfth cen-
tury was coal (apparently referring to northern China). Most of the docu-
mented coal use was domestic, although the Chinese may have begun
using coal to produce iron. 

China experienced substantial depopulation in the early centuries of
the modern era, but the magnitude of these decreases is difficult to esti-
mate because fluctuations in registered populations could simply reflect
collapse of the census system. We restrict the focus of this section to the
Mongol era from 1279 to 1368 (Figure 1b). Estimated population losses
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are very high because the Mongols destroyed much of the economic infra-
structure and also implemented genocidal policies (Deng, 2003).
Recovery began with the Ming dynasty after 1400.

For this analysis, we assume a net mortality of 40 million people in
China between 1200 and 1400 (Table 1). A simple but crude calculation
can be made of the maximum possible impact of this level of mortality in
reducing carbon emissions from coal burning. We assume that each 5-
person family that used coal burned a total of 10 kg per day, of which 50%
by weight was carbon. Each family would have emitted ~5 kg of car-
bon/day, or 1.8 tons/year. If the 40 million deaths occurred in ~8 million
families that burned coal, the total reduction in carbon emissions would
have been ~14.4 million tons/year. Over the course of the 150 years
between 1250 and 1400, the total reduction in emissions would have been
~2.2 GtC. We allocate this 2 GtC as reductions of 0.73 GtC for each 50-
year interval between 1250 and 1400.

We use the filter in Figure 5 to estimate the effect of this reduction in
carbon emissions on the amount of carbon in the atmosphere. The max-
imum simulated lowering from reduced burning of coal is 0.83 GtC from
1350-1400 (Fig. 6c). 

4. THE EFFECTS OF DEPOPULATION ON ATMOSPHERIC CO2

The simulated reductions in the carbon content of the atmosphere
(Fig. 6) can be directly converted into estimates of the reductions in atmos-
pheric CO2 (Fig. 7, see page 411). As noted in section 2, this conversion fol-
lows the pre-industrial atmospheric ratio of 2.13 (the change in GtC per 1
ppm change in CO2). In effect, we simply scale the GtC changes in Figure 6
to this ratio in order to plot Figure 7. In this section, we evaluate the sepa-
rate (and then combined) effects of reforestation, reduced deforestation, and
reduced coal burning on atmospheric CO2. Estimated changes in atmos-
pheric CO2 are plotted at the same scale as the CO2 ‘target signal’ (Fig. 7a).

Reforestation. The CO2 anomaly that developed during the depopulation
interval spanning the late Roman era reached a maximum simulated value
of ~1 ppm by 600-650 (Fig. 7b). The gradual development of this anomaly
resembles the (poorly-dated) CO2 anomaly measured at Taylor Dome (Figs.
2b, 7a), and the simulated anomaly accounts for about half of the amplitude
of the measured CO2 anomaly. For the Black Death, the model simulates a
short-lived CO2 drop of ~1.5 ppm between 1400 and 1450. This value repre-
sents more than half of the (noisy) CO2 decrease of ~2 ppm recorded in the
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well-dated Law Dome record. For the American pandemic era, the model
simulates a CO2 decrease of just over 2 ppm between 1650 and 1700 (Fig.
7b). This CO2 drop represents about 40% of the ~5 ppm CO2 decrease
observed between 1500 and 1750 at Law Dome. In all three cases, carbon
sequestration caused by reforestation provides a plausible explanation for
roughly half (or more) of the CO2 decreases measured in the ice cores. 

Deforestation. Deforestation has only a second-order impact on
atmospheric CO2 values during pandemics (Fig. 7c), although the relative
impact of the long-lasting depopulation episodes that followed the late
Roman era and American pandemics are not negligible. Together, refor-
estation and reduced deforestation appear to account for half of the
observed CO2 drops during the three pandemic episodes. 

Coal Burning. The reduction in burning of coal from shallow pit mines
caused by ~40 million deaths in China between 1250 and 1400 causes an
estimated CO2 drop of ~0.4 ppm between 1350-1400 (Fig. 7d). Like
reduced deforestation, reduced coal burning is a second-order factor in
past changes in atmospheric CO2.

4.1. Combined Effects of Depopulation Episodes on Atmospheric CO2

Atmospheric CO2 concentrations rose at a relatively steady rate from
8000 to 2000 years ago, but then leveled off and began to oscillate errati-
cally (Fig. 3). Ruddiman (2003) proposed that the reason for both the
change in trend near 2000 years ago and the subsequent oscillations
might be linked to the effects of major pandemics in sequestering carbon
and reducing the amount of carbon in the atmosphere. 

The model-simulated effects of reforestation, reduced deforestation
and reduced coal burning are combined in Figure 8b (see page 412). The
short-term effects of the major depopulation episodes – the CO2 decreas-
es at and after 200, 1350, and 1500 – are the most obvious feature of this
trend. But the atmosphere has a long ‘memory’ for carbon emissions in
prior centuries and even prior millennia, and substantial effects of these
episodes linger for centuries and millennia afterward. 

This trend can be compared against the CO2 ‘target signal’ shown in
Fig. 8a. The plot in Figure 8b does not attempt to simulate the (unknown)
changes in agricultural deforestation that were underway in many
regions of the world through the last two millennia. Increases in defor-
estation would have driven atmospheric CO2 concentrations to higher val-
ues. Instead, this plot summarizes only the extent to which depopulation
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episodes could have slowed the long-term increase in atmospheric CO2

that had been underway for millennia (Fig. 3)
The ~1 ppm CO2 reduction that occurred during the late Roman era

had decreased to about 0.7 ppm just before the effects of reduced coal
burning in China and the Black Death pandemic began to be felt. An
abrupt increase in Eurasian populations between 1000 and 1300
(McEvedy and Jones, 1978) may have caused increased deforestation and
driven CO2 values sharply higher at that time (Fig. 8b). 

Subsequently, three depopulation episodes occurred within a relative-
ly short time. The combined effects of reduced coal burning in China, the
Black Death pandemic in Eurasia, and the American pandemic drove CO2

concentrations ~4 ppm lower than the values reached in 1100-1200. This
drop represents just over half of the 7-8 ppm decrease in ice-core CO2

measured between 1100 and 1700 (Fig. 8a). It appears that depopulation
(mainly through pandemics) imposed a net CO2 decrease of ~4 ppm on
the rising trend that had been underway for many millennia (Fig. 3). This
analysis does not take into account the possible role of climate-system
feedbacks in amplifying CO2 changes imposed by depopulation episodes. 

The net simulated decrease of ~4 ppm that might be explained by pan-
demics and other causes of depopulation between 1000-1200 and 1500-
1750 would result in a net global cooling of about 0.05°C. This estimate
represents about one third of the century-scale cooling between 1000-
1200 and 1500-1750 estimated by Mann et al., (1998) and Crowley and
Lowery (2000). A vigorous debate is underway as to whether these tem-
perature estimates for the last millennium are valid or whether the actu-
al cooling was larger. Within this ongoing uncertainty, pandemic-driven
effects on reforestation and carbon sequestration could range from a sig-
nificant factor in a small cooling to a secondary factor in a larger cooling. 

An interesting sideline of this analysis is the fact that the simulated
(and lingering) effects of these historical pandemic intervals make the
CO2 concentration in the modern atmosphere ~3 ppm lower than it would
be in their absence (Fig. 8b). 

5. DISCUSSION AND CONCLUSIONS

Variations in population (Fig. 1) and climate (Fig. 2) appear to have
been coupled during the historical era. Invoking a form of environmental
determinism, Lamb (1977) proposed a causal chain in which cooler cli-
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mates reduced food production, causing famine and death as direct
results, and also produced malnutrition and disease that led indirectly to
additional mortality. Historical demographers have criticized this hypoth-
esis on the basis that mortality from even the largest pre-industrial
famines was neither large enough nor persistent enough to have a first-
order effect on populations (Watkins and Menken, 1985, 1988). Climate
scientists have voiced doubts that the changes in temperature proposed
by Lamb would have had significant effects on food production, as they
would have had impacts only in colder regions at high latitudes and alti-
tudes that are at best marginally suitable for agriculture, and thus not
heavily occupied by humans (Le Roy Ladurie, 1971; Pfister et al., 1999).
The small size of the temperature changes reconstructed for the northern
hemisphere (Figure 2a) adds weight to this criticism. 

Nevertheless, large-scale depopulation episodes during the historical
era do appear to correlate with drops in atmospheric CO2 levels and
decreases in northern hemisphere temperature (Figs. 1, 2). Given the
inability of volcanic eruptions and changes in solar irradiance to account
for CO2 drops as large as 8 ppm without violating hemispheric and glob-
al temperature constraints, pandemics and depopulation episodes are a
potential casual link. 

Three plausible mechanisms could link major historical depopulation
episodes with CO2 decreases and climate: reforestation of abandoned
lands, reduced rates of deforestation, and reduced burning of coal. Our
analysis suggests that reforestation was the primary mechanism that low-
ered CO2 concentrations, that reduced rates of deforestation played a less-
er role, and that reduced coal burning was also relatively unimportant.
Given the large number of assumptions required for these analyses, the
results summarized here should be viewed as a demonstration of the fea-
sibility (plausibility) of these links, but not as a demonstration of proof. 

If our basic conclusions are correct, disease and climate are linked
historically, but in an indirect way. Rather than changes in climate caus-
ing changes in population (as in Lamb, 1977), both climate and popula-
tion respond to an independent driver – the massive level of mortality
during pandemics and other major depopulation episodes. 
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APPENDIX

Age McEvedy and
Jones (1978)

Biraben (1979) and
Livi-Bacci (2001)

200 BCE 40 40

1 CE 50 70

200 60 60

400 50 25

600 45 49

800 50 56

1000 60 56

1100 100 83

1200 115 124

1300 85 83

1400 75 70

1500 100 84

1600 150 110

1650 130 100-150

1700 150 190-225

1750 215 220

1800 320 320-330

TABLE 1. Population estimates for China (in millions).



Continent/ Country/
Region

Domesday
Population Threshold

(106 People)

Date
Threshold
Reached

Asia

N. China, Yellow River 9 before 0

C. China, Yangtze River 9 before 0

NE India, Ganges River 12 before 0

NW India, Indus River basin 8 before 0

Japan 0.7 300

South-Central India 1.7 700

Indonesia 3.3 800

Southern China 4 1100

Korea 2.2 1100

Europe

Greece 0.6 before 0

Italy 1.7 before 0

Czechoslovakia 1.1 800

France 6.1 1000

Belgium/Netherlands 0.7 1000

Austria 0.6 1000

British Isles 2.5 1100

Spain/Portugal 5.3 1100 (200)

Germany 5.2 1200

Hungary 1.0 1300

Poland 3.4 1300

TABLE 2. Estimated dates when populations for various regions* would have reached the
Domesday density threshold of 11 persons/km2.

*McEvedy and Jones (1978), Denevan (1992).
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TABLE 3. Estimated sequestration of carbon (in Gt = 109 tons) by reforestation of farm-
land (crops and pastures) abandoned because of high pandemic mortality. 

** Mortality shown only for regions still in process of being deforested (Table 1).

Pandemic
(region)

Forest type Mortality**

(millions)

Per-capita
Footprint (km2)

C Sequestered
(Tons/km2)

GtC
Sequestered

Late Roman Era (200-800)

Scandinavia Conifer -0.1 0.09 1350 -0.1

N-C Europe Deciduous 3.05 0.09 1630 4.5

S Europe Mediterranean 2.05 0.09 1820 3.3

Total ~7.7

Black Death (1350-1450)

Scandinavia Conifer 0.5 0.09 1350 0.6

N-C Europe Deciduous 2.6 0.09 1630 7.6

Total ~8.2

American (1500-1750)

N. America Deciduous 3.5 0.02 1630 1.1

Mexico Seasonal/dry 15 0.02 800 2.4

Amazon Tropical Wet 15 0.02 2190 6.6

Andes Montaine 14 0.02 1300 3.7

Total ~13.8



TABLE 4. Rates of deforestation in pandemic-stricken areas as a fraction of all
regions still undergoing deforestation on a global basis.

200-800 Epidemics and Pandemic

Region
Population

Deforesting (m)
Correction

for stone tools
Adjusted Rate

of Deforestation

Pandemic: Europe 5.2 - 5

Other:

Asia 25 - 25

Africa (Sub-Sahara) 5 x 0.22 1

Americas 30 x 0.22 7

Global Total 38

Pandemic deforestation as a fraction of the global total: 5/38 = ~13%

1350-1450 Pandemic

Region
Population

Deforesting (m)
Correction

for stone tools
Adjusted Rate

of Deforestation

Pandemic: Europe 3.1 - 3

Other:

Asia 36 - 36

Africa (Sub-Sahara) 22 x 0.22 5

Americas 49 x 0.22 11

Global Total 55

Pandemic deforestation as a fraction of the global total: 3/55 = ~5%

1500-1750 Pandemic

Region
Population

Deforesting (m)
Correction

for stone tools
Adjusted Rate

of Deforestation

Pandemic: Americas 48 x 0.22 11

Other:

N. Europe 15 - 15

Asia 46 - 46

Afica (Sub-Sahara) 31 x 0.22 7

Total 79

Pandemic deforestation as a fraction of the global total: 11/79 = ~14%
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SOCIAL AND ENVIRONMENTAL VULNERABILITY
TO EMERGING INFECTIOUS DISEASES

U.E.C. CONFALONIERI1, M.E. WILSON2 & A.L. NAJAR1

1. INTRODUCTION

Emerging Infectious Diseases (EIDs) have been broadly defined as
‘diseases that have recently increased in incidence or geographic range,
recently moved into new host populations, recently been discovered or
are caused by newly-evolved pathogens’ (Daszak et al., 2001). In the past
three decades, at least 40 EIDs have been identified, not including the
regional resurgence of the widespread endemic diseases of the tropics
(malaria, dengue fever, leishmaniasis, etc.) and the new antibiotic-resist-
ant strains of bacterial infections (tuberculosis, staphylococcus, etc.) and
protozoans (malaria). 

There have been several papers and reports dealing with factors
involved in the emergence (IOM, 1992; 2003; Molyneux, 2003; Mayer,
2000; Patz et al., 2000; Daszak et al., 2000; Wilson et al.,1994; Morse, 1993;
1995; Taylor et al., 2001) as well as discussions on the technical, political
and institutional responses to the EIDs (Broome, 1998; Binder et al.,
1999; Plotkin & Kimball,1997; Winch, 1998; LeDuc & Tikhomirov, 1994;
Heymann & Rodier, 2001).

In this paper we use updated information on diseases that have
emerged in the past few decades and discuss aspects of the contemporary
social and environmental vulnerability to the emergence of infections. We
present a conceptual framework to the study of the EIDs and we apply the
concept of vulnerability to the study of the emergence and global dissem-

1 The Oswaldo Cruz Foundation, Brazil.
2 Harvard University, USA.



ination of infections. Also, via a case study we discuss some aspects of the
global interconnection of social and environmental drivers for the emer-
gence/dispersal of infectious and parasitic diseases. Special emphasis is
placed on how mechanisms of emergence are determined by vulnerabili-
ty factors; on what makes an emerging infection capable of global spread,
and the current characteristics of urban structures that make large set-
tlements places for reception and global dispersal of EIDs.

2. DISEASE EMERGENCE IN THE PAST THREE DECADES

In regard to the EIDs identified in the last thirty years we can make
these general statements:

1. For many of these EIDs the basic drivers and mechanisms of emer-
gence are not known. For several others, solid hypotheses are accepted.
Also, the exact place of first emergence and the year that the phenome-
non has occurred can rarely be tracked (years in the table refer to the first
isolation of the agent).

2. Disease processes have emerged due to several drivers and mecha-
nisms, both in developed as well as in developing countries. In developed
countries, among the six major categories of drivers identified by the IOM
(1992, 2003), those associated with changes in technology/industry,
microbial adaptation and change, and international travel and commerce
tend to predominate. On the other hand, those EIDs clearly identified as
originating in low income countries have usually been associated with the
encroachment of agriculture on natural systems (land use changes); with
direct contact with infected animals; and with the breakdown of public
health measures and changes in demographics and human behavior.

3. The more immediate drivers and mechanisms can be discerned
with some reliability or at least hypothesized. However, the more distant
drivers are rarely discussed or even sought. Emergence is associated with
disturbances of previously stable microbiological equilibria caused by
various social and environmental activities by humans. The primary driv-
ers of change (social, economic, cultural, political and behavioral) have so
far received little research attention.

4. There is a variable epidemiological pattern in the EIDs. Some have
become widespread pandemics (AIDS, cholera); others are globally distrib-
uted but occurring at low levels or as eventual outbreaks (Campylobacter;
Rotavirus; E. coli, Legionella, etc.); while a few are restricted to groups of
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countries (SARS, West Nile Virus fever, HTLV-1, Monkeypox). A few others
have been reported occasionally from restricted localities (Nipah, Hendra,
Pfiesteria, Avian Influenza, Guanarito, etc.), though some, such as avian
influenza, seem to be developing the capacity to spread widely.

3. VULNERABILITY TO EMERGING INFECTIOUS DISEASES

Vulnerability is a concept derived from geography and social sciences
and, as far as human well-being is concerned, it has been developed ini-
tially to study the impacts of natural disasters upon human communities.
It has been defined as ‘the characteristics of a person or group related to
the capacity to resist, cope with, and recover from the impacts caused by
hazards’ (Blaikie et al., 1994). Another definition is ‘the differential capac-
ity of groups and individuals to deal with hazards based on their positions
within the physical and social worlds’ (Dow, 1992). 

Vulnerability is broadly defined in terms of exposure, capacity and
potentiality (Watts & Bohle, 1993), and is also distinguished as both a bio-
physical condition (geographic space) and defined by political, social and
economic conditions of society (Liverman, 1990). In general it is recog-
nized that the most vulnerable social groups are those that experience the
most exposure to a hazard; that are the most sensitive to it (e.g., the most
likely to suffer from it), and who have the weakest capacity to respond
and ability to recover. 

In relation to EIDs the concept of vulnerability can be applied to three
different levels: drivers and mechanisms of emergence; dissemination of
infections; and the social responses to control them. This expanded
framework of vulnerability to biological hazards (EIDs) should include
the characteristics of societies that produce the drivers and mechanisms
of emergence and also render the receptive populations exposed to and
sensitive to the infections. It would also include the conditions that facil-
itate the amplification of infections as well as those that determine the
capacity of the social groups to respond to these hazards in a timely and
effective way. By drivers we mean the social, economic and cultural
dynamics that direct the human interventions in the physical world. By
‘mechanisms’ of emergence we consider the ensuing reactions in the envi-
ronment and in the microbial world.

At the ecological level, mechanisms of emergence always involve the
transfer of a pathogen from an ‘extra-human’ environment (biophysical



environment; domestic or wild animal) to the human hosts (‘host trans-
fer’ in Figure 1). The early process of emergence of novel human infec-
tions can be approached from different perspectives: biological, ecologi-
cal, geographical, social and behavioral. Vulnerability factors may oper-
ate in different moments of emergence: microbial changes, human expo-
sure, human infection and local dissemination of the infection (Figure 2).

At the level of microbial changes human interference can facilitate
genetic shifts through the use of drugs for therapy (microbial resistance)
or by facilitating the interchange of agents between different hosts, such
as the case of avian influenza, or by changing the natural ecosystems,
such as the case of deforestation and the outbreaks of Venezuelan equine
encephalitis (Brault et al., 2004). 

Human contact with potentially novel pathogens (= exposure) may be
determined by a host of factors, which range from the place of settlement,
feeding habits (e.g., bushmeat), behavior (e.g., HIV) and medical and
other technologies (e.g., blood transfusion, etc.).
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In the following step – host transfer (i.e., the invasion of human hosts)
– vulnerability is determined basically by biological susceptibility (immu-
nity). Local amplification of infection is primarily determined by the
capacity of the organism to pass from one human host to another (infec-
tivity) – but it is also a result of the capacity of the epidemiological sur-
veillance systems to detect and control the spread of infection.

As for the phase of global (or regional) spread of EIDs, vulnerability
is linked to the factors that cause people and goods to move from one geo-
graphical location to the other, either for economic reasons (commerce,
work) or because of political factors (conflicts) and even tourism, an
aspect which will be discussed later. In this regard, large metropolitan
areas are especially vulnerable places as they are ‘receptive’ to the intro-
duction and redistribution of pathogens undergoing global spread, also to
be discussed in another section.

The capacity to respond to a disease emergence involves both the
early detection of the disease and the implementation of control meas-

Figure 2. The role of vulnerability in the emergence of infections.



ures. This means a combination of clinical attentiveness, good laboratory
facilities and comprehensive epidemiological surveillance systems for
infections in both humans and animals (Desselberguer, 2000). Factors
that may cause greater vulnerability in this area (= poor capacity to react)
are political instability, lack of technical infrastructure and lack of pro-
fessional expertise.

4. THE VULNERABILITY OF DEVELOPING COUNTRIES

Developing countries are especially vulnerable to the emergence and
spread of novel human infections for several reasons, which can be sum-
marized in Figure 3.

With respect to the biological processes involved, the probability that
microbial change and adaptation will occur is higher in developing coun-
tries since they contain most of the existing natural systems in the world
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that provide a rich environment for emergence, especially in the tropics,
due to their high vertebrate and microbial biodiversity (Wolfe et al.,
2000). In this context the increased probability of a successful emergence
event is determined by the intimacy and frequency of contact of people
with the microbe-rich environment due to immediate subsistence needs,
through direct contact with infected vertebrate animals, such as the case
of bushmeat hunting (De Merode et al., 2004). Human contact with
potential new infections in these ecosystems can also be associated to the
exposure to vectors during the human invasion of their established eco-
logical niches, as part of their work. It has been demonstrated that envi-
ronmental changes such as deforestation can result in microbial genetic
and population shifts that may favor disease emergence (Borneman &
Tripplet, 1997; Brault et al., 2004). This is due to major shifts in the eco-
logical niches of microbial populations and to changes in the selection
pressures in the environment.

People are driven to enter these microbe-rich niches by their need for
jobs (frequently ‘unregulated’). The activity of exploitation of natural sys-
tems is often associated to international economic demands, especially
for agricultural products and logging. However, traditional systems may
also be associated with enhanced human-animal-environment contacts
that may facilitate host transfer.

The major factors favoring the amplification of novel infections are
demographic and those related to health systems. The new infection may
escape early detection due to the chronic deficiencies in health surveillance
in developing countries. On the other hand, high population densities (espe-
cially in urban areas) and migration (rural to urban; developing to developed
countries) contribute to the spread of the pathogen on a wider scale.

The following case of the relationship between bovine spongiform
encephalopathy (BSE) in Europe and the subsequent expansion of soy-
bean cultivation in Brazil illustrates the vulnerability of developing coun-
tries to infectious disease emergence. It describes the possible linkages
between disease-driven changes in livestock production systems in high-
income countries and environmental changes favoring the emergence of
infections in low-income countries. 

Due to the emergence of the BSE in cattle in the UK (1986) and the
subsequent discovery of the zoonotic aspect of the causative prion, pro-
ducing the new variant Creutzfeldt Jakob Disease (Prusiner, 1998), new
regulations for feeding cattle were enforced and rendered foods for ani-
mals were banned in Europe and elsewhere. This produced in the inter-



national market of agricultural commodities an increased demand for
soybean grain, which is a ‘clean’ plant protein adequate to feed cattle and
other domestic animals. Also, soy growing has been progressively trans-
ferred from temperate to tropical areas, where land is cheaper (Fearnside,
1999). In Brazil, one of the most important soybean producers in the
world, this increased demand is causing the expansion of the soybean
growing area in the central part of the country to the north, encroaching
the Amazon forest. (Fearnside, loc. cit.). The country contains the largest
block of original rainforest cover in the world and this poses a new risk
of outbreaks of emergent arboviruses since this ecosystem is known to be
rich in these microorganisms (Vasconcelos et al., 2001), and environmen-
tal changes such as deforestation may place humans in contact with pre-
viously inaccessible pathogens (Figure 4).

This example illustrates the linkages between economic globalization
and agricultural policies in developing countries and their adverse conse-
quences for the natural systems and the resulting increase in the risk of
disease emergence.
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5. GLOBALIZATION OF EMERGING INFECTIONS

Processes relevant to the globalization of infectious diseases, which is
the last stage in the disease emergence process, will be discussed under
these two general headings: 

1) movement of humans and associated biological material; 
2) trade.

5.1. Movement of Humans and Associated Biological Material

International travel and commerce facilitate rapid, massive, and global
dispersal of biological material, including microbial genetic material. The
scale, speed, and reach of movement of people and goods today is unprece-
dented and shapes the appearance, spread, and distribution of infectious
diseases in humans, plants, and animals (Wilson, 1995a). Travel, trade, and
the wide availability of mass transport have vastly expanded the movement
of biological material that occurs naturally via migration of animals, flight
of birds, movement of species such as insects, plant seeds, and marine life
over land, in winds and air currents, and in streams and oceans.

International travel is growing in numbers and speed. Today more
than 1.4 million people cross international borders on airplane flights
each day. In 1950 the number of international tourist arrivals was 50 mil-
lion; in 2002 more than 700 million international tourist arrivals were
registered (WTO, 2003). Although most travel occurs along well-estab-
lished corridors, more travelers are reaching remote areas where they
may have contact with potentially pathogenic microbes that are not yet
well characterized in animals or environmental reservoirs. In 1999, more
than 75 million people traveled from industrialized to developing coun-
tries. By the 1990s more than 5000 airports had regularly scheduled inter-
national flights. This means that dense urban centers throughout the
world are connected by a steady flow of humans.

Migrating humans (soldiers, merchants, explorers, refugees, missionar-
ies, others) have long played a role in the introduction and spread of infec-
tious diseases. (Berlinger, 1992; Bruce-Chwatt, 1968; Crosby, 1989). The dif-
ference today is the scale, speed, and reach of interconnections. A human
can be viewed an interactive biological unit, carrying an assemblage of
microbial genetic material and immune responses and immunological
memory that reflect past exposures (Wilson, 2003). Travelers often spend
time in a sequence of shared environments (e.g., bus, train, terminal, plane,



ship, etc.), which link the traveler to a wide network of contacts. Relevant
exposures can occur in transit as well as at the final destination. Travelers
can pick up, carry, and transmit microbial genetic material during and after
travel – in some instances long after travel. Microbes transmitted from per-
son to person (especially respiratory pathogens and sexually transmitted
infections) can be carried to any part of the world by travelers. HIV is a
prominent contemporary example of an infection that was carried by
humans and transmitted widely, primarily via sexual contact.

Humans who are sick often attract attention (and medical interven-
tions), but humans can carry pathogens and transmit them in the absence
of symptoms. Examples include asymptomatic infection with HIV and
hepatitis B virus. Pathogens that regularly colonize mucosal surfaces
(e.g., Neisseria meningitidis, Streptococcus pneumoniae, Staphylococcus
aureus) may be carried (often transiently) and transmitted by healthy
people who have no awareness that they carry these potential pathogens
(Wilder-Smith et al., 2002). Humans can also carry resistance genes,
sometimes found in commensal bacteria of the gut or skin, which may be
transferred to other microbes (O’Brien, 2000; Okeke, 2001). A carrier who
introduces a pathogen, a new clone, or a resistance gene into a commu-
nity may never experience any illness. Some infections, such as HIV, can
remain asymptomatic for prolonged periods, allowing transmission to
occur repeatedly, over a long period of time, and in places remote from
the site of acquisition.

5.2. Global Trade and the Spread of Diseases

Global trade is another mechanism for the worldwide dispersal of
pathogens (that can infect humans, plants, and animals), insect vectors
(such as mosquitoes), and intermediate hosts. Imported food now compris-
es a substantial part of the diet for many populations, especially in North
America and parts of Europe. For example, the U.S. imports more than 30
billion tons of food per year, including fruit, vegetables, meat, and seafood
(Murphy, 1999). The food chain has become very long; fresh produce may
be grown and packed thousands of kilometers from where it is consumed.
Mass production and mass processing of many foods and wide distribution
networks mean that microbial contamination at one point in the production
site or during processing may reach thousands or millions of people in mul-
tiple countries. Contamination can occur because of human ignorance or
error, breakdown in equipment, or it may be introduced intentionally. 
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Trade in exotic animals is huge, much of it illegal; animals may be
sought as pets or for food. In the U.S. the annual trade in illegal plants
and animals is estimated at US$3 billion, a significant portion of it from
trade in exotic reptiles (for pets). In one port (Miami) in one year (1996)
more than 30 million animals were legally imported. Among the arrivals
were 28.6 million fish, 1.1 million reptiles, 108,000 amphibians, 70,000
mammals, and 1,400 birds.1 In 1999, the year that an outbreak of West
Nile virus (WNV) was first identified in the U.S., with its epicenter in New
York, 2,770 birds legally entered the country through JFK International
Airport in New York. In addition, almost 13,000 birds passed through this
airport in transit (Rappole, 2000).

Multiple wildlife species, many of them exotic and rare, are often col-
lected from diverse, remote areas and kept in close proximity in zoos or
wildlife conservation parks, adjacent to large human populations. These
captive wildlife populations undergo inconsistently intense observation and
monitoring. They are occasional sources of infection but can also serve use-
fully as sentinel populations for new events. In the WNV outbreak in New
York, testing of stored and newly collected sera suggested that birds newly
introduced to the Bronx Zoo were not the source of infection, that WNV
infection had not been present before 1999, and that it spread widely in the
zoo bird population and to a lesser extent in mammals (Ludwig et al., 2002).

In an example of the triumph of trade pressures over good sense, dis-
tributors of exotic animals have exported prairie dogs from the U.S. to
multiple other countries even though prairie dogs can be infected with
the bacteria that cause tularemia, plague, and other potentially life-
threatening infections in humans. An outbreak of tularemia in prairie
dogs at a distribution center in Texas, which exported these animals to at
least 10 states and seven countries, highlights this risk. Microbes in
imported animals can be a source of human disease and may also threat-
en domestic and local wildlife populations (Daszak et al., 2000). In the
spring of 2003, prairie dogs housed with exotic African rodents became
infected with monkeypox virus (from Africa), resulting in subsequent
transmission to humans (Guarner et al., 2004).

A UK government report estimated that in 2003 more than 11.5 tons
of bushmeat (including monkey, rat, bat, gorilla, camel, and elephant)
were smuggled into the UK (The Telegraph, 5 Sept 2004, reported on
ProMED). In Africa, the establishment of networks, improved infrastruc-

1 Stephanie Ostrowski, Division of quarantine, CDC; verbal communication.



ture, and especially the building of roads for logging and other develop-
ment has facilitated the trade in bushmeat (Nisbett et al., 2001). 

Simian immunodeficiency viruses (SIVs) are widespread in primate
species. In one study of blood and tissue samples in Cameroon, from 788
monkeys (bushmeat and pet animals), 16.6% of plasma samples tested
strongly positive for HIV antigens (Peeters, 2002). There is good evidence
that the AIDS pandemic in humans originated from multiple introduc-
tions of related SIV viruses from African apes and monkeys and the sub-
sequent evolution of these viruses (Hahn et al., 2000; Sharp et al., 2001).
Contact with primates as pets or with primate tissue through butchering
animals could allow transfer of SIVs to humans. A recent survey of inhab-
itants in rural Cameroon found that more than 60% reported contact with
fresh blood or body fluids from nonhuman primates, primarily through
hunting and butchering chimpanzees, monkeys, or gorillas (Wolfe et al.,
2004). Further testing of humans with contact showed evidence of infec-
tion with simian foamy virus, a retrovirus endemic in African primates.
Although this virus is not known to cause disease in humans, its presence
in humans confirms ongoing transmission of primate viruses to humans.

Arthropods that can serve as vectors of human, animal, and plant dis-
eases are regularly transported around the world by ships, planes or other
vehicles. They may become established and spread in the new area (Bram
et al., 2002; Lounibos, 2002). Historically, water tanks in boats provided a
suitable environment for the survival of mosquitoes traveling across
oceans. Aedes albopictus, a mosquito competent to transmit dengue fever
virus and other viral pathogens, was introduced into North America in
the 1980s, probably via used tires imported from Asia. It was first identi-
fied in Texas and spread to 678 counties in 25 states within 12 years
(Moore et al., 1997). Of note, its dispersal followed interstate highways. It
has also been introduced into several countries in Latin America. Aedes
albopictus is the vector implicated in an outbreak of dengue serotype-1
that started in Hawaii in 2001.

Introduced exotic species threaten local populations and ecosystems.
Ships used to transport cargo carry all types of biological life in ballast
water and have been the source of introductions of invasive, exotic species
into ports around the world (Carlton & Geller, 1993). Infectious diseases
also threaten plants and animals and thereby have a major economic
impact. Examples include bovine spongiform encephalopathy (BSE) in the
UK and subsequently in many other countries, and foot and mouth disease,
especially in the UK. Infectious diseases in plants and animals may also
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have both direct and indirect consequences to human health. The transna-
tional movement of people and goods facilitates the introduction of plant
pathogens and their vectors into new communities. Infectious diseases of
plants such as Karnal bunt of wheat, potato late blight, and citrus tristeza
affect large, commercially important crops (Bandyopadhyay &
Frederiksen, 1999). The destruction by disease of major food crops such as
rice, wheat, and potatoes, could affect food security.

6. GLOBAL CITIES AND DISEASE EMERGENCE

Attributes of the world’s populations today that favor the emergence
and spread of infectious diseases include size, density, location, mobility,
vulnerability, inequities, and demographic shifts (Wilson ME, 1995b). The
human population is larger than ever in history. Most of the population
growth in the coming decades is projected to be in developing countries.
Populations of domestic animals are also larger than ever in the past;
densely concentrated populations of animals may grow under conditions
that favor spread of infections.

More people live in urban areas than ever in history, and urbanization
is expected to increase. The most rapidly growing segment in the world is
the urban population in developing countries (UN, 2001). Megacities,
defined as urban areas with a population greater than 10 million, have
increased from 5 in 1975 to 19 in 2000. Most of the new megacities are
located in low latitude areas and in developing countries. 

Several research programs have compared megacities in the more
developed countries, focusing on the paradigm of the success of the glob-
al city (Sassen, 1991). However, comparisons of megacities that are at dif-
ferent development levels may also be informative, either to understand
better their specific characteristics as highlighted via the contrast, or to
investigate common processes that seem to affect them. 

The widespread segregation of rich and poor, within cities, is increas-
ingly recognized as a public policy crisis that assails low-cost housing proj-
ects in outlying urban areas. This ‘dualization’ problem can be viewed as the
spatial translation of social exclusion. This isolation of underprivileged seg-
ments has been criticized for two reasons: first, due to the negative effects of
regrouping poverty-stricken communities – resulting in a cumulation of
material difficulties and socialization problems, with the risk that the immi-
grants will return to communitarianism that then hampers their integration



as citizens; and second, the negative physical characteristics of these neigh-
borhoods – decaying buildings, excessively dense and ‘inhuman’ town-plan-
ning, enclaves, and a lack of safety and security. There is increasing aware-
ness that segregation is becoming more marked, with two-tier cities appear-
ing, characterized by a gap between the excluded and the others. 

In many cases, the spatial dualization hypothesis applied to megaci-
ties is based on specific areas that constitute particularly striking exam-
ples: fashionable boroughs and gentrified neighborhoods on the one
hand, with decaying downtown areas or huge outlying townships assailed
by unemployment and poverty on the other. Although striking, these
examples of marked contrasts do not offer an overall view of the develop-
ment of the urban system, and do not confirm that this situation of oppo-
sites is due to the dualization process of the urban system as of a whole.

The relationships between EIDs and these recent societal develop-
ments in cities deserve more research attention, especially since signifi-
cant alterations in the differential use of space by different social groups
in cities have been occurring at increasingly rapid rates from the 1970s
onwards. Of practical epidemiological importance is the fact that many of
the large urban areas in developing countries are surrounded by peri-
urban slums characterized by poor infrastructure, absence of clean water,
inadequate waste disposal and sanitation, poor housing, and close con-
tact between animal and human populations. Many people dwelling in
these peri-urban slums have relatives in rural communities. Frequent
contact between residents of peri-urban and rural areas offers opportuni-
ties for passage of microbes into and out of the urban areas. Medical care
may be limited, allowing infections and other medical problems to go
undiagnosed, untreated, and unreported.

7. CONCLUSIONS

Infectious disease emergence is a complex phenomenon, involving
different types of drivers at different stages in the process of emergence.
These range from the biological susceptibility of hosts to the economical-
ly-driven environmental changes caused by humans and the efficiency of
health-care systems. The combination of these factors that influence dis-
ease emergence differs in developing and developed countries. In the for-
mer we find more often the combination of conditions most conducive to
disease emergence, making those countries more vulnerable.
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Although not all emergent diseases are able to ‘go global’ in today’s
world, international movements of humans and associated biological mate-
rial as well as the global trade have been important mechanisms for the dis-
semination of pathogens and vectors around the world. Urbanization is
expected to increase globally, especially in the developing world, and segre-
gation within cities (that is, the isolation of underprivileged social seg-
ments) is becoming more marked, both in developing as well as in devel-
oped countries. The recent examples of SARS and avian influenza point to
the role played by large cities in the amplification of emergent infectious
diseases. As central nodes in the international network of travelers and of
the exchange of goods, as well as densely populated by humans living under
conditions of inequality, the global cities have become a matter of special
concern in the epidemiology of disease emergence.
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OUR CHANGING BIOGEOPHYSICAL AND
SOCIOECONOMIC ENVIRONMENTS:

INFLUENCE ON INFECTIOUS DISEASES

ANTHONY J. McMICHAEL

1. INTRODUCTION

The health of human populations – particularly in the medium-to-
longer term – depends, fundamentally, on the conditions of the social and
natural environments. This statement represents an ecological perspec-
tive. It is pitched at the level of whole communities or populations, and
thus differs from the view held by most lay individuals and health pro-
fessionals who typically think of health as a function of personal circum-
stances and behaviors, genes and access to the health-care system.

During the latter decades of last century there was a growing aware-
ness of environmentally-based risks to health. Today, we must look to
even wider environmental horizons. The increasing scale of human
impact on the world’s environment is now causing unprecedented
changes in Earth’s ecological and biogeophysical systems, and these nec-
essarily jeopardize the prospects for human health. Of particular concern
is the generalized resurgence in infectious diseases. Historically, changes
in social and environmental conditions have often fostered the emergence
or spread of infections.

Half a century ago, developed countries assumed that infectious dis-
ease, the age-old scourge of humankind (the biblical ‘Fourth Horseman’),
was at last receding. The antibiotic era had begun successfully in the
1940s; vaccine development was accelerating; pesticides were being used
to control mosquito populations; and surveillance and control measures
(border controls, quarantine, other social controls, public education)
were improving and becoming internationally coordinated. Hence, by
the early 1970s, various eminent authorities proclaimed the end of the



infectious disease era. In retrospect this was naïve: by late twentieth cen-
tury a generalized upturn in emerging and resurgent infectious diseases
had become evident. 

More than 30 new infectious diseases were identified in the final quar-
ter of the 20th century, including HIV/AIDS, Legionnaire’s disease, hepa-
titis C, Nipah virus disease and many viral haemorrhagic fevers [1]. Since
2000, the story has continued worldwide, particularly with the emergence
of SARS and the Avian influenza virus in the Asia-Pacific region.
Meanwhile, many long-recognized infectious diseases have increased,
including tuberculosis, malaria and dengue fever. Cholera, too, continues
to enjoy its largest-ever and longest-ever pandemic (see Box 1) – and a
new, eighth, cholera pandemic, entailing a new strain of the cholera bac-
terium, is currently emerging. Meanwhile, mired in poverty and squalor,
diarrhoeal disease and acute respiratory infections continue to kill a total
of around seven million infants and children every year.
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Figure 1. The pathways by which ‘social’ and ‘environmental’ changes arise and influ-
ence patterns of human health. Note also the interaction between the social and envi-
ronmental domains.
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Broadly, this upturn reflects a diverse range of distinctive conditions
of the modern globalizing world: the growth in population size and den-
sity, urbanization, human mobility, long-distance trade, persistent pover-
ty, conflict and warfare, and, increasingly, the advent of human-induced
global environmental changes that entail large-scale disturbance and
destabilization of ecosystems and biophysical processes (such as the
world’s climate system) [2].

Figures 1 and 2 show how this mix of (often coexisting) ‘social’ and
‘environmental’ factors influences the dynamics of infectious disease
emergence, transmission and dissemination.

Figure 1 shows schematically how both ‘social’ and ‘environmental’
changes arise as manifestations of human economic and social activity.
However, the depiction of the two separate causal pathways is somewhat

Figure 2. Illustration of the multiple social-cultural changes (e.g., pesticide spraying pol-
icy, urbanization) and environmental changes (e.g. land-use, biodiversity loss, climate
change) that coexist and interact as influences on the risk of dengue fever occurrence.
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misleading, since, as shown with the two-way arrow, there is a variety of
interactions between the left and right sides of the schema. 

For example, poverty is often associated with over-use of, and damage
to, local forests and marginal farmland; and, obversely, local environmen-
tal deterioration will often tend to exacerbate poverty and resource depri-
vation. Further, the levels of material resources, social and human capital,
and governmental stability and capacity will influence the extent of vulner-
ability of local populations to the stressors of environmental change. (In
general, poor populations in tropical regions are much more likely to expe-
rience an actual increase in vector-borne infectious disease in response to
the warming and altered rainfall patterns of climate change than are rich-
er temperate-zone countries with strong public health defenses).

A more specific example of this constellation of large-scale social and
environmental influences, as coexistent and interacting determinants of
the probability of dengue fever outbreaks, is shown in Figure 2.

The underlying determinants of infectious disease emergence and
occurrence can be better understood within both an ecological frame and
against an historical background. Since we must continue to live in a
microbially-dominated world, we should think in ecological terms, not
adversarial militaristic terms, about our relations with bacteria, viruses,
protozoa and other tiny parasites. Having learnt that we cannot definitive-
ly conquer the disease-inducing microbes, we should now develop a better
capacity to anticipate the risks of new or resurgent infectious diseases,
while we continue to coexist with an ever-changing microbial world.

In historical terms, there are many recorded episodes and processes
in history that can teach us more about the consequences of human
actions, of changes in human ecology, for the patterns of occurrence of
infectious diseases in human populations.
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2. ECOLOGICAL PERSPECTIVES, WITHIN AN HISTORICAL FRAME

The worldwide dispersal of the human species over the past 50,000-
100,000 years, along with cultural evolution and inter-population con-
tacts, has profoundly transformed the relationship between Homo sapiens
and the microbiological world [5]. During this grand odyssey, there have
been several major transitions at key historical junctures, each entailing
the emergence of various new or unfamiliar infectious diseases, and
occurring at increasingly large scale. 

BOX 1. CHOLERA – THE SEVENTH PANDEMIC

Cholera illustrates how modern social, economic and environmental
conditions, having undergone various recent changes at large scale, can
affect the pattern of occurrence of infectious diseases. 

Cholera originated in the Ganges delta, in India, where epidemics of a
cholera-like disease have been described over the past four centuries [3].
Since 1961, a major pandemic of cholera has occurred. This is the seventh
pandemic since cholera (apparently reinforced with a newly acquired toxin-
producing gene) first extended outside South Asia in 1817. That initial
spread followed the Great Kumbh annual religious festival in the Upper
Ganges, in which pilgrims from all over India came to bathe in the sacred
waters. Their subsequent dispersal, and contacts with British troops mobi-
lizing in the northwest frontier region, caused a cholera epidemic that
spread from India to the Arabian Peninsula and along the trade routes to
Africa and the Mediterranean coast. In the early 1830s, the faster-traveling
steamboats enabled cholera to cross the Atlantic. The disease reached North
America in 1832, and spread rapidly around the coastline and inland via
major rivers. 

This seventh pandemic has reached further than ever before, affecting
Asia, Europe, Africa, North America and Latin America. It is by far the
longest lasting pandemic to date [4]. This pandemic entails the El Tor strain
of the vibrio, which, in mid-twentieth century, replaced the more lethal clas-
sical biotype of the nineteenth century pandemics. The scale of this pan-
demic is likely to reflect the confluence of greatly amplified human mobility
between continents, the rapidity and distance of modern shipping-based
trade, coincident increases in nutrient enrichment of coastal and estuarine
waters by phosphates and nitrates in run-off water (enhancing proliferation
of vibrio-harboring phytoplankton and zooplankton), and the growth of
urban slums with unsafe drinking water.



The co-evolution of humans and infectious agents has, of course, a
long history. In human prehistory two profound transitions in this rela-
tionship occurred: the first when early humans became serious meat-
eaters, thereby exposing themselves to various animal parasites, and the
second when Homo sapiens spread out of Africa into new environments
and climates where they encountered unfamiliar microbes. Since the
advent of agriculture and animal husbandry, and the dawn of ‘history’ via
written records, three other great transitions have occurred in the
human-microbe relationship [2]. First, early agrarian-based settlements
enabled enzootic microbes to cross the species barrier and make contact
with Homo sapiens. Hence, the early city-states of the Middle East, Egypt,
South Asia, East Asia and Central and South America each acquired their
own distinct repertoire of locally evolving ‘crowd’ infectious diseases.
Second, later, over the course of a thousand years or so the ancient civi-
lizations of greater Eurasia (Egypt, India, Rome, China) made contact,
swapped their dominant microbes and painfully equilibrated. (Perhaps a
similar process occurred within some other continents, but, if so, the his-
torical record is not available. Eurasia, the largest continent, and with a
predominant east-west axis, afforded a particularly auspicious opportu-
nity for inter-civilization contacts.) Third, from the fifteenth century
onwards, expansionist sea-faring Europe, technologically pre-eminent in
the world, inadvertently exported its lethal, empire-winning, germs to the
Americas and later to the south Pacific, Australia and Africa. 

Today, we are living through the fourth great transition, which, for the
first time, extends globally. The generalized increase in lability in occur-
rence, spread and biological behavior of infectious diseases largely
reflects the combined and increasingly widespread impacts of demo-
graphic, commercial, environmental, behavioral, technological and other
rapid changes in human ecology. The main characteristics that underlie
this contemporary global transition, foreshadowed in the introduction,
are summarized in Box 2. 
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3. FOOD SOURCES; FOOD PRODUCTION

The spectacular outbreak of ‘mad cow disease’ (bovine spongiform
encephalopathy, BSE) in the UK in the mid-1980s underscored the infec-
tious disease risks inherent in changes in food production methods.
Within many cultures, the predilection for eating meat of various exotic
species exacerbates the risk of exposure to infectious agents not previ-
ously encountered. Indeed, this situation probably triggered the 2003 epi-
demic of Severe Acute Respiratory Syndrome, SARS, in the Guangzhong
region of southern China [6]. Recent studies have implicated bats as the
natural reservoir species for the SARS coronavirus. Other wild mammals,
including civet cats, have been reported to be infected with SARS-related
viruses, and surveys in live markets and restaurants in Guangzhong,
southern China, identified various small carnivore species that had been
captured in rural China, Laos, Vietnam and Thailand and that were then
brought into close proximity with one another [7]. 

The consumption of bushmeat in Africa poses a serious risk of emerging
infectious diseases (as well as a risk for species conservation) [8]. Indeed, it
is the sick, infected, animals that are often more easily captured. Molecular
genetic studies indicate that the HIV virus has crossed from chimpanzees
into humans at least three times [9], and it is plausible that one or more of
these cross-over events arose from butchering the animals. 

BOX 2. THE MAIN DRIVERS OF THE CONTEMPORARY GLOBAL TRANSITION IN

HUMAN-MICROBE RELATIONS

• Increased human mobility: travel, migration (including refugees) 
• Long-distance trade 
• Ever-larger cities and urban populations:

– Large, dense populations
– Freer, non-traditional, sexual contacts
– IV drug injecting 
– Unsanitary shanty towns and slums

• Intensified food production practices (especially livestock)
• Various modern medical/hospital procedures (injection, transfusion,
transplantation)
• Global environmental changes: climate change, land-use change, dam-
building and irrigation, ecosystem disruption (including biodiversity loss), etc.



Southern China, with its traditional close-contact animal husbandry, has
long been implicated in the origin of epidemic influenza virus strains via the
juxtaposition of ducks, chickens, pigs and humans. The generation of novel
zoonotic viral strains occurs readily in this environment. Over recent
decades, the human population and the animal populations needed to sup-
port them have rapidly increased. The numbers of poultry and pigs are now
at record levels and, as wealth increases and dietary preferences ‘modernize’,
those numbers are set to double approximately every 10 years [10]. 

4. SOCIAL, ECONOMIC AND ASSOCIATED INFLUENCES

Each year 17 million people, mostly young children, die from infec-
tious diseases. Worldwide, infectious diseases account for almost one in
three of all deaths. However, the discrepancy between rich and very poor
countries is huge: infections cause 1-2% of all deaths in the former, but
more than 50% in the latter. Diseases such as tuberculosis, leprosy,
cholera, typhoid and diphtheria are known to be pre-eminently diseases
of poverty. Malaria, tuberculosis and dengue fever have all increased their
compass over the past 20 years, particularly within poorer communities
or groups, [11], [12]. Similarly, urbanization, long-distance travel and
freer sexual relations have all amplified the spread of various such dis-
eases. As happened historically with tuberculosis, HIV infection seems
now to be entrenching itself among the world’s poor and disempowered,
especially in sub-Saharan Africa and South Asia. Much of the spread of
HIV has been along international ‘fault lines’, tracking the inequality and
vulnerability that accompany migrant labor, educational deprivation and
sexual commerce [12]. 

The health ramifications of economic disadvantage have been further
highlighted by some recent infectious disease outbreaks attributed, in
part, to the impacts of free trade agreements. For example, in the 1990s
several outbreaks of hepatitis A and cyclosporiasis (a protozoal infection)
occurred in the United States from fecally-contaminated strawberries and
raspberries imported from Central America. Such contamination is like-
ly to have occurred because of the introduction of the North American
Free Trade Agreement. This, like other such agreements, tends to subor-
dinate environmental and labor standards (including worker access to
toilet facilities) to the primacy of profitability. 

Socially disordered populations living in circumstances of privation,
unhygienic conditions and close contact, are susceptible to infectious dis-

ANTHONY J. McMICHAEL220



OUR CHANGING BIOGEOPHYSICAL AND SOCIOECONOMIC ENVIRONMENTS 221

ease. History abounds with examples. The severity of the bubonic plague
(Black Death) in mid-fourteenth century Europe appears to have reflect-
ed, in part, the malnutrition and impoverishment caused by several pre-
ceding decades of unusually cold and wet weather with crop failures.
This, in conjunction with the incipient destabilization of the hierarchical
feudal system, would have heightened the vulnerability of the European
populations to epidemic disease. 

In modern times, the urban environment and associated ways of life has
become an increasingly important influence on infectious disease patterns
around the world. Cities are now the dominant human habitat. Urbanism
typically leads to a breakdown in traditional family and social structures,
and entails greater personal mobility and extended and changeable social
networks. These features along with access to modern contraception have
facilitated a diversity of sexual contacts and, hence, the spread of STDs. This
risk is further amplified by the growth in sex tourism in today’s internation-
ally mobile world, which capitalizes on the desperation and ignorance of
poverty, combined with exploitative behaviors, in developing countries.
More generally, cities act as highways for ‘microbial traffic’ [13]. 

Rural-urban migration is fuelled by the primary drive to enter the cash
economy, allied with the burgeoning international demand for skilled and
unskilled workers in a globalizing marketplace. Rapid, unplanned, urban-
ization exacerbates old infectious diseases such as childhood pneumonia,
diarrhea, tuberculosis and dengue. It also facilitates the spread of various
‘emerging’ diseases; for example, high-rise housing can create new infec-
tious disease risks, as was recently observed for SARS in Hong Kong. Such
housing also increases risks of infection via the consequences of family
breakdown and social instability, intravenous drug abuse and sexual trans-
mission of infections [14].

4.1. Travel and Trade

Microbes are no respecters of political and administrative borders. The
mobility of humans, animals and birds is a constant stimulus to changes in
the pattern of infectious disease occurrence. HIV/AIDS has spread quickly
around the world in the past twenty years. SARS spread readily from Hong
Kong to Vietnam, across to Germany and Toronto [6]. Vector mosquito
species can travel with trade and transport – as apparently did the bubonic
plague-infected black rat, traveling westwards across the Silk Road towards
the Black Sea and Europe in the fourteenth century. 



Dengue fever, numerically the most important vector-borne viral dis-
ease of humans, illustrates well how patterns of trade, travel and settle-
ment can influence various infectious diseases. Although dengue is pri-
marily a tropical disease, its extension in recent decades into various tem-
perate countries reflects both the introduction of the disease’s main mos-
quito vector species, Aedes aegypti (which is behaviorally adaptable to a
cold climate), and the increase in imported cases resulting from increased
air travel [15]. It also reflects the rapid evolutionary adjustment of this
mosquito species to coexistence with urban-dwelling humans, having
originated in forest Africa. Indeed, Aedes aegypti has followed humankind
on its travels and migrations around the world [16]. A major alternate
mosquito vector for the dengue virus, Aedes albopictus (the ‘Asian tiger
mosquito’), has been disseminated widely in recent years via the unwit-
ting intercontinental exportation of mosquito eggs in used car tires from
Asia into Africa and the Americas [17].

Neisseria meningitidis, a global bacterial pathogen, causes seasonal
epidemics of meningitis in the ‘meningitis belt’ of Sahelian Africa.
Molecular marker studies have revealed that, in recent decades, Muslim
pilgrims brought an epidemic strain of N. meningitidis from southern
Asia to Mecca. In Mecca they passed it on to pilgrims from sub-Saharan
Africa who, after returning home, initiated strain-specific epidemic out-
breaks in several locations [18].

The globalization of the food market has potentiated the movement of
pathogens between regions. As examples, first, an outbreak of cholera in
Maryland, USA, was traced to imported contaminated frozen coconut
milk [19], and, second, alfalfa sprouts grown from contaminated seed
sent to a Dutch shipper caused outbreaks of infections with Salmonella
species in both the USA and Finland [20].

4.2. Land Use and Environmental Change

Like other very large mammals, we humans are ‘patch disturbers’.
This we do via tropical deforestation, irrigation, dam building, urban
sprawl, road building, intensified food production systems, and pollution
of coastal zones. The increasing scale of this encroachment on the natu-
ral environment accelerates the emergence of new infectious diseases. As
we spread into the last corners of Earth’s tropical forests, new contacts
occur between wild fauna and humans (and their livestock), increasing
the risk of cross-species infection. 
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Habitat fragmentation and biodiversity changes alter the risks of infec-
tious disease. This is well illustrated by deforestation that results in habitat
fragmentation – and an increase in the ‘edge effect’ that promotes pathogen-
vector-host interaction. This process has contributed, in recent decades, to
the emergence of a number of viral haemorrhagic fevers in South America.
Various such viral infections have been caused by arenaviruses. Major exam-
ples, mostly in rural populations, have been described in Argentina (Junin
virus), Bolivia (Machupo virus) and Venezuela (Guanarito virus) [21], [22],
[23]. The Machupo virus is an example. Forest clearance in Bolivia in the
1960s, accompanied by blanket spraying of DDT to control mosquitoes, led,
respectively, to infestation of cropland by Calomys mice and to the poison-
ing of the rodents’ usual predators (village cats). The consequent prolifera-
tion of mice and their viruses resulted in the appearance of a new viral fever,
the Bolivian (Machupo) haemorrhagic fever, which killed around one sev-
enth of the local population.

More generally, rodents, responding to environmental disturbances,
are a prime source of new and re-emerging infections. Consider the emer-
gence of Hanta viruses as a source of human disease in the USA in the
1990s. In mid-1993, an unexpected outbreak of acute, sometimes fatal,

Figure 3. Schematic representation of the sequence of environmental and ecological
changes that, along with social-residential changes, increase the probability of Lyme
Disease transmission in northeast USA (based on the work of R. Ostfeld).



respiratory disease occurred in southwest USA [24]. This ‘hantavirus pul-
monary syndrome’ was caused by a previously unrecognized virus, main-
tained in the natural environment primarily within native deer-mice and
transmitted via rodent excreta. The 1991-92 El Niño event, causing unsea-
sonally heavy summer rains and a proliferation of piñon nuts within
southwest USA, hugely amplified local rodent populations, leading to the
1993 outbreak of ‘hantavirus pulmonary syndrome’ [24], [25].

In the USA, nature conservation and increased contact with woodland
in the Eastern states has led to the emergence of Lyme disease (borrelio-
sis) – summarized in Figure 3. The ticks that transmit the spirochaete
Borrelia burgdorferi normally feed on deer and white-footed mice. The lat-
ter are the more competent host species. However, forest fragmentation
has caused the loss of various predator species – wolves, raptors, and oth-
ers – with a resultant shift of ticks from the less competent to the more
competent host species (i.e., from deer to white-footed mice). These
changes, along with suburban sprawl into woodlands, have interacted in
the emergence of this disease [26], [27]. 

5. GLOBAL ENVIRONMENTAL CHANGES AND INFECTIOUS DISEASE RISK

The large-scale environmental changes that humans are now imposing
on the biosphere have great implications for the future pattern of infectious
disease. Much research in this emerging topic area has been done specifi-
cally in relation to global climate change – although it is now well under-
stood that there will be widespread interactions between the impacts of
these environmental changes. A further consideration is that the disease
impact of changes in environmental conditions will usually be modulated
by the level of susceptibility of the human population – reflecting popula-
tion density, immune status, nutritional status, extent of mobility, level of
social organization/disorganization, flexibility of political systems and of
governance, and various other such social-environmental factors.

5.1. Global Climate Change

The now-certain prospect of human-induced global climate change
raises long-term questions about how infectious diseases will respond
over the coming century (and beyond). Many infectious agents, their vec-
tor organisms and their reservoir non-human species, are sensitive to cli-
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matic conditions and to resultant environmental changes. The example of
hantavirus pulmonary syndrome has been discussed above.

Salmonella food-poisoning is known to be very temperature-sensitive,
and diarrhoeal diseases peak in summer. In the Asia-Pacific region, El
Niño fluctuations appear to affect the occurrence of dengue fever, the
world’s most prevalent vector-borne viral disease, spread primarily by the
Aedes aegypti mosquito. Similarly, interannual variations in climatic con-
ditions in Australia, especially those due to the El Niño cycle, influence
the pattern of outbreaks of Ross River virus disease [28], [29]. 

Climate change, via both a shift in background climate conditions and
changes in regional climatic variability, will affect the spatial and season-
al patterns of the potential transmission of various vector-borne infec-
tious diseases. These would include: malaria, dengue fever, various types
of viral encephalitis, schistosomiasis (spread by water-snails), leishmani-
asis (spread by sand-flies in South America and around the Mediterranean
coast), onchocerciasis (West African ‘river blindness’, spread by black flies)
and yellow fever (also spread by the Aedes aegypti mosquito). The key
phrase here is potential transmission. It is relevant to estimate how the
intrinsic infectious disease transmission properties of the world would
alter in response to climate change. Indeed, such research is in the clas-
sic tradition of experimental science, which seeks to hold everything else
constant while estimating the effect of varying just one key factor.
Nevertheless, we know that the actual transmission of diseases such as
malaria is, and will be, much affected by economic and social conditions
and by the robustness of public health defenses. Hence, we also need to
develop methods of modeling that can incorporate other reasonably fore-
seeable contextual changes. 

Both statistical and biologically-based (‘process-based’) models have
been used, to assess how shifts in ranges of temperature and patterns of
rainfall would affect the transmission potential of various vector-borne
diseases [30], [31]. However, this type of scenario-based modeling of
future risks has not yet attempted to address all aspects of the ‘scenario’.
For example, how will domestic and urban water use (particularly rele-
vant to dengue fever occurrence) change in a warmer world with altered
patterns of precipitation? How would an increase in the tempo of extreme
weather events and natural disasters affect infectious disease occurrence?
We still have many things to learn about how the impending shift into
unfamiliar climatic conditions will affect the complex processes of infec-
tious disease transmission, especially the vector-borne diseases.



Meanwhile, there is now appearing suggestive evidence that the cli-
mate change that has occurred over the past 30 years has influenced
cholera outbreaks in Bangladesh [32], the extension of tick-borne
encephalitis in Sweden [33] and, more debatably, the range and season-
ality of malaria in some parts of eastern Africa [34]. 

6. THE MODERN WORLD: TOO HYGIENIC?

There is, finally, one other aspect of modernity that we should note. It,
too, reflects a shift in human ecology. The pattern of exposure to infec-
tious agents in childhood can perturb the human immune system in two
ways: by influencing its developmental pathway, and by initiating autoim-
mune disorders. Modern living entails a more hygienic childhood, with
the elimination or deferral of childhood infections that have long influ-
enced the development of the young immune system. Most dramatically,
this led to the rise of polio in developed countries in the 1950s because
children were no longer exposed to the polio virus in early childhood
when the infection is normally harmless. More subtly, this increase in
hygiene, along with fewer siblings, has reduced the intensity of childhood
exposure to a range of infectious agents, including the many commensal
bacteria that, historically, colonized the infant gut. This significant shift
in human ecology affects the early-life programming of the immune sys-
tem, inclining it towards a more ‘atopic’ (allergic) pattern of response.
This may help explain the recent widespread rise of childhood asthma
and hay fever. Likewise, the progressive elimination of bowel parasites
such as round-worms, whip-worms and pin-worms (parasites which coe-
volved with hominids over several million years) may have contributed to
the rise in inflammatory bowel diseases, including Crohn’s disease and
ulcerative colitis, in Western populations over the past half century. 

Infectious agents can also influence the occurrence of autoimmune
disorders, in which the immune system erroneously attacks normal body
tissues. A basic evolutionary device of parasitic microorganisms is to
acquire an outer protein surface that resembles that of the host’s tissue.
This ‘molecular mimicry’ provides camouflage against attack by the host
immune system, since proteins recognized by the host immune system as
‘self’ are not normally attacked. Occasionally the immune system gets it
wrong, and attacks both the microorganism and the part of ‘self’ that it
resembles. It is likely that insulin-dependent diabetes (which usually
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begins in childhood), multiple sclerosis and rheumatoid arthritis all
involve this type of viral infection-triggered autoimmune mechanism.

7. CONCLUSION

As ever, the world is replete with microbes jostling for supplies of
nutrients, energy and molecular building blocks. From the microbe’s
viewpoint, the appropriate microbe (often in mutant form), fortuitously
in the right place at the right time, can extend, re-start or even found a
dynasty. It has happened many times before and it will continue to do so.

As the scale of human impact on the biosphere escalates, and as the
structures and fluidity of human societies change along with the levels of
susceptibility of local human populations, so, perennially, these environ-
mental and social-economic changes create opportunities for infectious
agents, both new and resurgent. Today, this process is occurring at an
accelerated rate, and, increasingly, on a global scale, as we undergo a
fourth, and larger-than-ever, transition in the overall relationship between
the human species and the microbial world. 

If we are to achieve a more enlightened, ecologically attuned, coexis-
tence with the microbial world, and a capacity to anticipate and minimize
infectious disease risks, then the main challenges for researchers are to
develop a broadly-based inter-disciplinary collaboration and a capacity to
deal with complexities, uncertainties and spatial-temporal scales that
extend beyond conventional research practice.
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FOOD, WATER, HEALTH, AND INFECTIOUS DISEASES:
FOCUS ON GLOBAL CHANGE

MAHENDRA M. SHAH, GUENTHER FISCHER,
HARRIJ van VELTHUIZEN

1. INTRODUCTION

In spite of numerous international commitments made over the last
three decades to improve food, water, and health security in the develop-
ing world, some 840 million people remain undernourished, over 1.2 bil-
lion lack access to safe water, and more than 2.5 billion are at risk of
infectious diseases, of which just six account for over 90% of the 13 mil-
lion deaths a year. The world population is projected to increase by some
50% to reach 9 billion over the next five decades. This growth, combined
with economic growth and increasing consumption and pollution, will
result in substantial ecological pressures on land, water, the atmosphere,
and biological resources. Global environmental change, particularly cli-
mate change, will lead to ecological changes that will likely cause higher
levels of disease-causing pathogens and parasites.

There is a critical need for integrated climate, ecology, economy, and
demographic (CEED) assessments to identify those ecosystems and pop-
ulations that will be most at risk under conditions of global environmen-
tal change. These assessments require spatial analyses by differential vul-
nerability of ecosystems and populations (Lutz and Shah, 2002; Lutz,
2006) to target policies that may respond to and mitigate the threats of
food, water, and health insecurity.

This paper presents an integrated CEED methodology and a policy-
modeling framework for the assessment of the evolution of the world food
system in the 21st century, under various future scenarios of population
growth, economic growth, and environmental change. A global ecological
database, comprising spatial data on land, water, forests, population, and
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habitation for all countries, is combined with national and regional gener-
al equilibrium models that are embedded in the global agricultural econo-
my. This CEED systems analytic approach, particularly the spatial global
ecological database and methodology, is also suited to the assessment of the
extent, intensity, and location, as well as to the analysis of policy options,
for future water insecurity and infectious disease distribution and risks. 

2. FOOD AND HUNGER

Adequate nourishment is universally recognized as a fundamental
human right. At the global level, there is enough food to meet everyone’s
need, and yet a fifth of the world’s population continues to be chronical-
ly undernourished. Every year some 15 million people die from hunger
alone, and over 200 million suffer health consequences due to nutrition-
al deficiencies including those of proteins, micronutrients, and essential
amino acids. Balanced nutrition is the foundation of good health, and
healthy people are less susceptible to many infections and diseases. 

In 1974, world political leaders set the goal of eradicating hunger
within a decade. A quarter of a century later, at the Millennium Summit
in 2000 and the World Food Summit in 2002, world leaders endorsed the
less ambitious goal of reducing hunger by half by 2015, even though the
rate of progress over the previous ten years indicated that it would take
more than 60 years to reach this target. Political goals have a role and rel-
evance in this effort, but in the face of continued shortfalls there is a limit
to the hope and trust of the hundreds of millions who spend their life-
times in debilitating hunger. 

In addition to the intractable problem of world hunger, there is also
an emerging problem of over-consumption, which is resulting in obesity
and related health disorders such as diabetes and cardiovascular disease.
More than 800 million people worldwide are estimated to be obese. The
globalization of the world food system and the increasing influence of
large food corporations – processors, distributors, and retailers – are
affecting food consumption patterns through the increased marketing of
processed foods that contain unhealthy levels of fat, salt, and sugar. 

The next world food crisis will no doubt be a human health crisis, with
conditions of too little food or too much unhealthy food affecting people dif-
ferently in all countries, developing and developed. The scientific communi-
ty, civil society, national governments, and the international development



community bear the fundamental responsibility to achieve nutritionally
sound, productive, and sustainable food agriculture. The key challenge will
be in linking food sciences, agricultural technology, land, water, biodiversity
management, and national and international policies and actions through
all stages of the food chain, from production to marketing to consumption.

Agriculture must be given the highest political commitment and
attention, because producing food is the predominant use for environ-
mental and natural resources, and it has the greatest impact on the sus-
tainability of ecosystems and their services. The trend in reduced alloca-
tion of national development budgets to agriculture – for example, in
extension services and training, marketing, and infrastructure – together
with declining multilateral lending and bilateral aid for this sector exem-
plifies the fact that agriculture is not given the attention and commitment
it requires. There can be no progress toward reducing hunger and pover-
ty without sustainable resource management and a science-based policy
commitment to agriculture (Shah, 2001).

2.1. The Challenge for Agricultural Science

The promise of science to improve societies and human well-being
cannot be delivered unless science is relevant to real, practical, and peo-
ple-centered issues. The scientific community and the development poli-
cy community at the national and international levels must work expedi-
tiously towards the goal of achieving health-enhancing food systems that
are socially, economically, and environmentally viable and sustainable.
This will require a systemic combination of the relevant sciences, includ-
ing biology and biochemistry, agro-ecology and environmental science,
social and economic science, as well as the fields of informatics and
knowledge communication.

The challenge to the biological sciences is to combine the best of con-
ventional breeding technology with biochemistry and safe, ethical molec-
ular and cellular genetic research to develop nutritionally enhanced and
productive germplasm (Shah and Strong, 2000). The specific food crops
used by the poor, including coarse grains, roots and tubers, and plantains
and bananas, should be given the highest priority. There is considerable
scope for the development or improvement of environmentally sound fish
farming and intensive livestock production, with due consideration of
potential health hazards and animal welfare.

Targeted research, including biotechnology, has the potential to over-
come many environmental constraints such as soil toxicity, water limita-
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tions, and pests and diseases, as well as to increase the nutritional con-
tent of crop plants. Vitamin A and iron fortification of rice can reduce the
risk of blindness that affects 8 million people annually, prevent the death
of 2 million infants disposed annually to diarrhea and measles, and lower
the prevalence of anemia that affects 30% of the world’s population. 

Agro-ecological sciences, together with recent developments in geo-
graphical information systems, including remote sensing and the increas-
ing quality and spatial coverage of sub-national, national, and global
resource databases – of soils, water resources, land cover, thermal
regimes and rainfall patterns, population distribution, etc. – has enabled
productivity assessment tools to identify the potential of and environ-
mental constraints to crop production at regional and national levels. The
integration of this information into assessments of the global food econ-
omy, together with projections of future climate change and variability,
enables evaluation of the possible impacts of climate change on agricul-
ture and provides a basis for prioritizing regional and commodity-specif-
ic agricultural research for adaptation to and mitigation of the agricul-
tural effects of climate change. 

Climate change and variability will result in irreparable damage to
arable land and water resources, with serious consequences for food pro-
duction. Most of these losses will occur in developing countries where the
capacity to cope and adapt is limited. Although the international communi-
ty has focused on climate change mitigation, adaptation to climate change
is an equally pressing issue and must be put on the international agenda.
Adaptation is of critical importance to the many developing countries that
have contributed little to greenhouse gas emissions thus far, yet will bear the
brunt of the negative impacts of climate change and variability.

The challenge in the social sciences and economics is to ensure an
environment that enables and empowers farmers and consumers to ben-
efit from advances in science. In developing countries, health services,
food aid, education and training, extension services, marketing, and
infrastructure development are priority areas. The information and com-
munication revolution has a significant role to play in developing global
agricultural systems by combining the best of science with traditional
knowledge. However, the fact that less than 1% of the population in Africa
and developing Asia have access to the Internet, in comparison to about
half of the population in the developed world, will further inhibit progress
towards sustainable agriculture. This digital divide must be overcome
because otherwise, global disparities will widen further.
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2.2. Integrated CEED Assessment of the World Food System

Sustainability of land and water resources is significant to many cen-
tral themes and issues in the study of global environmental change.
Alterations in the earth’s surface have major implications for the global
radiation balance and energy fluxes, contribute to changes in biogeo-
chemical cycles, alter hydrological cycles, and influence ecological bal-
ances and complexity. These environmental impacts at local, regional,
and global levels, driven by human activity, have the potential to signifi-
cantly affect food and water security and the sustainability of agro-eco-
logical systems. 

Food production systems interact with land and water resources, for-
est ecosystems, and biodiversity, and are susceptible to the effects of cli-
mate change. Ensuring soil fertility, genetic diversity, agricultural water
resource management, and adapting to the impacts of climate change is
critical to enhancing production.

The Food and Agriculture Organization of the United Nations (FAO)
and the International Institute for Applied Systems Analysis (IIASA) have
over the last two decades developed integrated CEED analytical tools and
global databases. The focus of these efforts has been on multi-disciplinary
scientific research that analyzes the current and future availability and
use of regional and global land and water resources, in the face of local,
national, and super-national demographic and socioeconomic change,
international trade and globalization, technological development, and
environmental changes including climate change and climate variability. 

We assess the sensitivity of agro-ecosystems to climate change, as deter-
mined by the FAO/IIASA Agro-ecological Zones (AEZ) model (Figure 1, see
page 413) within the socio-economic scenarios defined by the Intergovern-
mental Panel on Climate Change (IPCC) Special Report on Emissions
(SRES). For this purpose, IIASA’s global linked model of the world food sys-
tem is used. This modeling framework, referred to as the Basic Linked
System (BLS), comprises a representation of all major economic sectors and
views national agricultural systems as embedded in national economies,
which in turn interact at the international level. The combination of AEZ
and BLS provides an integrated ecological-economic framework for the
assessment of the impact of climate change. We consider climate scenarios
based on experiments with four General Circulation Models (GCM) and
assess the four basic socioeconomic development pathways and emission
scenarios formulated by the IPCC in its Third Assessment Report.
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The AEZ methodology for land productivity assessments follows an
environmental approach; it provides a framework for establishing a spa-
tial inventory and database of land resources and crop production poten-
tials. This land-resources inventory is used to assess, for specified man-
agement conditions and levels of inputs, the suitability of crops/Land
Utilization Types in relation to both rain-fed and irrigated conditions, and
to quantify expected production of cropping activities relevant in the spe-
cific agro-ecological context. The characterization of land resources
includes components of climate, soils, landform, and present land cover.
Crop modeling and environmental matching procedures are used to iden-
tify crop-specific environmental limitations, under various levels of
inputs and management conditions. The framework contains the follow-
ing basic elements: 

– Geo-referenced climate, soil, and terrain data, which are combined
into a land-resources database. The computerized global AEZ database
comprises some 2.2 million grid-cells;

– Selected agricultural production systems, with defined input and
management relationships, and crop-specific environmental require-
ments and adaptability characteristics. AEZ distinguishes more than 180
crop, fodder, and pasture land-use types, each at three generically defined
levels of inputs and management;

– Accounting of spatial land use and land cover, including forests, pro-
tected areas, population distribution and density, and land required for
habitation and infrastructure;

– Multi-criteria analysis of agricultural production options.
The BLS (Figure 2) is a global general equilibrium model system for

analyzing agricultural policies and food system prospects in an interna-
tional setting. BLS views national agricultural systems as embedded in
national economies, which interact through financial flows and trade at
the international level. The BLS consists of 18 single-country national
models, two models for regions with close economic co-operation (one
for the European Union and one for the countries of Eastern Europe and
the former Soviet Union), and a further 14 regional models for the rest of
the world’s countries. The BLS national and regional models simulate the
behavior of producers, consumers, and the government. They distinguish
two broad sectors, agriculture and non-agriculture, and the agriculture
sector produces nine aggregate commodities.

The individual national and regional models are linked together by
means of a world market. The model is formulated as a recursively dynam-
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Figure 2. The International Linkage in the BLS (Fischer et al., 2002b).
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ic system, working in annual steps, where the outcome of each step is
affected by the outcomes of earlier ones. Each individual model covers the
whole economy of the respective geographical area. For the purpose of
international linkage, production, consumption, and trade are aggregated
to nine agricultural sectors and one non-agricultural sector. All physical
and financial accounts are balanced and mutually consistent, including the
production, consumption, and financial accounts at the national level, and
the trade and financial flows at the global level.

The integrated CEED methodology and database (Figure 3, see page
414) provide a foundation for detailed country studies. The main results of
the IIASA study include climate-change effects on the prevalence of envi-
ronmental constraints to crop agriculture; climate variability and the vari-
ability of rain-fed cereal production; changes in potential agricultural land;
changes in crop production patterns; and the impact of climate change on
cereal production potential. Results of the AEZ-BLS integrated ecological-
economic analysis of climate change on the world food system includes
quantification of the scale and location of hunger, international agricultur-
al trade, prices, production, land use, etc. The analysis assesses trends in
food production, trade, and consumption, and the impact on poverty and
hunger of alternative development pathways and varying levels of climate
change. Some highlights of results are summarized below:

Environmental Constraints to Crop Cultivation: Two-thirds of global
land surface – some 8.9 billion hectares – suffers severe constraints for
rain-fed crop cultivation: 13.2% is too cold, 26.5% is too dry, 4.6% is too
steep, 2.0% is too wet, and 19.8% has poor soils. Climate change will have
positive and negative impacts, as some constraints may be alleviated
while others may increase. The results for the Hadley HadCM3 climate
model and the IPCC A1F1 scenario indicate that the constraints listed
above will change respectively to 5.2%, 29.0%, 1.1%, 5.7%, and 24.5%.
The agro-ecological changes due to climate change will result in water
deficits in some areas and surpluses in others, and will alter the levels of
infestation of disease pathogens and parasites.

Land with Cultivation Potential: In Asia and Europe, the rain-fed land cur-
rently under cultivation amounts to 90% of the land that is potentially suit-
able or very suitable for agricultural production. In North America, some
75% of the potentially suitable or very suitable land is currently under culti-
vation. By contrast, Africa and South and Central America are estimated to
have some 1 billion hectares of potentially suitable or very suitable land in
excess of the some 350 million hectares of currently cultivated land. However,



most of this additional cultivable land is concentrated in just seven countries
– Angola, Congo, Sudan, Argentina, Bolivia, Brazil, and Colombia. 

Cultivation Potential in Forest Ecosystems: About a fifth of the world’s
land surface – some 3 billion hectares – is forest ecosystems. Sixty percent
of the world’s forestland is located in eight countries – Russia, Brazil,
Canada, the United States, China, Australia, Congo, and Indonesia.
During the past decade, some 127 million hectares of forests were
cleared, while some 36 million hectares were replanted. Africa lost some
53 million hectares of forest during this period, primarily from the expan-
sion of crop cultivation. The study results show that some 470 million
hectares of land in forest ecosystems have crop cultivation potential.
However, cultivating this land would have serious environmental impli-
cations, as forests play a critical role in watershed management and flood
control and the protection of biodiversity, and serve as carbon sinks. 

Climate Change and Fragile Ecosystems: The world’s boreal and arctic
ecosystems are likely to decline by 60% due to a northward shift of ther-
mal regimes. The semi-arid and arid land areas in developing countries
may increase by about 5 to 8%. Over a fifth of Africa’s population, some
180 million people, currently live in these areas, where they derive their
livelihoods from agriculture. 

Climate Change Impact on Food Production: Although strong gains in
crop production potential occur in North America and the Russian
Federation, significant losses are projected for Africa, particularly North
and Southern Africa. Currently there are some 78 food insecure coun-
tries. The current population of these countries is 4.2 billion, of which
18% are undernourished, and their total population in the 2080s is pro-
jected at 6.8 billion. Of particular concern are some 40 developing coun-
tries, many of them in the least developed country group, which as a
whole may lose some 10 to 20% of their cereal production potential by the
2080s due to climate change.

Climate Change and Agricultural GDP and Trade: By 2080s, climate
change will reduce Asia’s agricultural GDP by 4%, Africa’s by around 8%;
meanwhile, North America’s agricultural GDP will increase by up to 13%.
The results also reveal a growing dependence of developing countries on
net annual cereal imports – between 170 and 430 million tons. Climate
change will add to this dependence, increasing imports of developing
countries by up to 40%. 

Climate Change and Number of People at Risk of Hunger: Some fairly
robust conclusions emerge from the analysis of climate-change impacts
on the number of people at risk of hunger. First, climate change will most
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likely increase the number of people at risk of hunger. Second, the impor-
tance and significance of the climate-change impact on the level of under-
nourishment depends entirely on the level of economic development
assumed in the SRES scenarios. For the wealthy societies of IPCC devel-
opment path scenario A1 – where even the currently poor regions are
assumed to reach economic levels exceeding in per capita terms the cur-
rent average OECD income – hunger is a marginal issue and remains so
even with climate change. This is a desirable vision, but perhaps overly
optimistic in view of the actual achievements of the last 30 years. Figure
4 summarizes the simulation results, showing the additional number of
people at risk of hunger in 2080 plotted against different levels of atmos-
pheric CO2 concentrations and associated climate changes and Figure 5
(see page 415) shows the additional number of undernourished people by
selected regions, climate modes, and IPCC future development scenarios.

Global environmental change raises the issue of fairness and equity.
Developing countries have thus far contributed relatively little to the
causes of climate change. Yet many of the poorest countries and those in
food deficit will suffer substantial losses in domestic food production,
which will increase food insecurity and hunger. The climate-change-
induced ecological changes will also further exacerbate the water, health,
and infectious disease challenges in many of the same countries.

Figure 4. Increase in undernourished population due to climate change (Fisher et al.,
2002b).
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2.3. Food and Hunger: Examples of Spatial Extensions of CEED Methodology
and Resource Database

– Incorporation of regional and global climate change models;
– Formulation of CEED future agricultural path scenarios;
– Assessment of surface and groundwater resources and irrigation

potentials;
– Assessment of bio-energy crop cultivation and production potentials;
– Assessment of natural vegetation and analysis of interaction with

crop agriculture;
– Assessment of livestock production potential – pastoral and intensive;
– Assessment of sustainable marine fisheries and potentials for aqua-

culture;
– Analysis of national and international trade, subsidies, tariffs, and

quotas;
– Assessment of nutrition, hunger, rural poverty, and livelihood options;
– Assessment of food security and food safety;
– Analysis of differential vulnerability of ecosystems and populations;
– Risk and uncertainty analysis;
– Initiation of detailed CEED national and regional food system studies.

3. WATER AND HEALTH

The 1972 United Nations Conference on the Human Environment and
Development in Stockholm endorsed the statement ‘that all people have
the right to have access to drinking water’. Some twenty years later the
United Nations General Assembly declared the International Drinking
Water and Sanitation Decade to achieve universal access to water supply
and sanitation. 

In 2002 the United Nations Committee on Economic, Social, and
Cultural rights, interpreting the provision of the International Covenant on
Economic, Social, and cultural rights, proclaimed, ‘Water is fundamental for
life and health. The human right to water is indispensable for leading a
healthy life in human dignity. It is pre-requisite to the realization of all other
human rights’. Some 145 countries that have ratified the covenant are now
compelled to progressively ensure that everyone has access to safe and
secure drinking water, equitably and without discrimination.

Only 2.5% of the world’s water is fresh water. Present global water con-
sumption accounts for 5% of total renewable water resources and this use



FOOD, WATER, HEALTH, AND INFECTIOUS DISEASES: FOCUS ON GLOBAL CHANGE 241

is projected to double in the next two decades. The worldwide inequity in
water consumption – an average of 20 liters per capita per day in the devel-
oping countries compared to over 400 liters in the developed countries – is
an example of the global disparity between the rich and the poor.

Globally, some 170 million people in urban areas and about 1 billion in
rural areas currently lack access to safe water. On average about 80% of the
global population has access to safe water; however, there are significant
regional differences. For example, in Africa only 60% of the population has
access to safe water. To achieve the Millennium Development Goals (UN,
2005) of halving the number of people without access to water by 2015,
over 1.5 billion additional people will need to be provided access to safe
drinking water. This task, which will involve increasing water access capac-
ity by over 30% of current water infrastructure, will require substantial
investments. It will also require the local availability of water resources, as
the transport of water over long distances is prohibitively expensive.

Although there are sufficient water supplies at the global level, these do
not coincide with regional distribution of the global population. Water con-
flicts within countries and across countries are increasing. Water-stressed
and water-scarce countries are defined, respectively, as those with less than
1700 and 1000 cubic meters of water available per capita. Currently, more
than 30 countries with a total population of over 500 million are regarded
as water scarce (Meinzen-Dick and Rosengrant, 2001). By 2025, some 50
countries with a total population of about 3 billion may be in this category.
The arid and semi-arid zones of the world, which constitute 40 percent of
the global landmass, have only 2 percent of global run-off. 

Pollution and inefficient use of water resources have resulted in drop-
ping water tables, drying rivers, the extinction of aquatic species, and the
disappearance of invaluable wetland ecosystems. In many countries water
supplies are drawn from underground aquifers faster than they are
recharged with rainfall. The result is shrinking ground water tables, which
has serious consequences for the rural poor who often cannot afford the
cost of deeper drilling. Some of most populous countries, such as China,
India, Pakistan, and Mexico, have substantially depleted their groundwater
resources during the last three decades. The proximate causes of ground-
water depletion, as well as groundwater pollution, are rooted in population
growth, economic expansion, the distorting impacts of subsidies and finan-
cial incentives, and the spread of energized pumping technologies. 

The pollution and depletion of aquatic ecosystems has serious conse-
quences for biodiversity. During the last fifty years, half the world’s wet-



lands have been destroyed, and pollution in coastal areas has resulted in
declining fisheries and the destruction of biologically diverse habitats.
Aquatic ecosystems, both freshwater and marine, are sensitive to pollu-
tion from agriculture, human waste, and industry.

In many tropical regions, annual rainfall occurs during a short rainy
season, and most of this rainfall, unless it can be stored, is lost in runoff
and river flows to oceans. The large majority of the 45,000 dams in the
world were built between 1960 and 1990, but this construction has
slowed with increasing awareness of the environmental disruption, dis-
placement of populations, loss of agricultural lands, silting, and impacts
on downstream areas created by these dams. 

About 70% of the world’s freshwater goes to agriculture. It is expect-
ed that over the next two decades the world will need 17 percent more
water to grow food for increasing populations in developing countries,
and that total water use will increase by 40 percent. This is projected to
result in more than half of the world population facing moderate to high
water scarcity (FAO, 2002).

With increasing water stress on the one hand and the increasing
demand for water to meet the food needs and industrial and municipal
needs of a growing population on the other, the challenge of water policy
lies in finding integrated water resource management solutions that take
into account multiple development needs while also protecting the envi-
ronment. At the levels of watersheds, basins, and nations, water productiv-
ity must be understood from multi-stakeholder perspective in the broadest
sense. For example, water productivity at the basin level must be defined to
include: crop, livestock, and fishery yields; wider ecosystem services and
social impacts, such as health; and the systems of resource governance that
ensure equitable and cost effective distribution of benefits.

Irrigated agriculture with the heavy use of chemicals is a major cause
of agricultural runoff of fertilizers and pesticides. This runoff in turn con-
taminates rivers, lakes, and underground aquifers, polluting drinking
water supplies. These chemicals, even in low concentrations, can build up
over time and eventually lead to chronic diseases. Agricultural pesticides
such as DDT and heptachlor often wash off in irrigation water and as a
result are found in water and food products. This has implications for
human health because they are known carcinogens and also may cause
low sperm counts and neurological disease.

Health problems caused by nitrates in water supplies are becoming a
serious problem; in over 150 countries, nitrates from fertilizers have
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seeped into water wells. Excessive concentrations of nitrates cause ‘blue
baby syndrome’, an acute and life-threatening disease among infants and
young children. High levels of nitrates and phosphates in water also
encourage the growth of blue-green algae, which leads to eutrophication. 

It is estimated that more then a third of the global burden of disease
is attributable to environmental factors. Inadequate water and sanitation
are the primary causes of diseases such as diarrhea (4 billion episodes
annually resulting in over 2 million deaths per year), malaria (400 million
episodes with 1.5 million deaths annually), schistosomiasis (200 million
episodes with 200,000 deaths and 20 million suffering severe conse-
quences a year), intestinal helminthes (1.5 billion infections a year with
100,000 deaths annually), and trachoma (500 million people at risk and 6
million blinded every year) (WHO, 2001). Some 60% of all infant mortal-
ity is linked to infectious and parasitic diseases, most of them due to con-
sumption of contaminated water.

Population growth combined the with impact of climate change in
the 21st century will significantly affect the availability of water
resources as well risks of waterborne diseases (Vörösmarty, 2000).
Climate change affecting temperature, precipitation, and variability is
likely to affect the geographic distribution of vector borne diseases, espe-
cially malaria, cholera, dengue, and schistomiasis. For example, higher
temperatures would result in an increased prevalence of malaria in high-
er altitudes and latitudes. Heavier rainfall would cause the increased
transport of microbial agents from soil leaching, such as cryptosporidio-
sis, giariasis, amsebiasis, typhoid, and promote the growth of mucilagi-
nous blue-green algae and coastal/marine copepod zooplankton that pro-
vides hosts for cholera pathogens.

Climate variability events such as El Niño have been found to extend
malaria and dengue epidemics and increase incidences of diarrhea. The
frequency and intensity of extreme climate events is likely to increase as
climate changes. In poor and vulnerable countries lacking early warning
systems and security support, such events already result in significant
losses of life, population displacement, the destruction of individual
assets, physical infrastructure, and services, and outbreaks of infectious
diseases in the aftermath of the event.
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3.1.Water and Health: Examples of Spatial Extensions of CEED Methodology
and Resource Database

– Compilation of geographical distribution of water bodies, water-
borne vectors and diseases, and populations at risk;

– Analysis of CEED driving forces and cofactors of water borne dis-
eases;

– Analysis of capacity of health care systems, including prevention,
detection, and treatment;

– Analysis of safe water supplies, access, and affordability;
– Assessment of pollution and contamination of surface and ground-

water resources;
– Identification of water stress and scarcity areas and evaluation of

water policy options;
– Spatial differential vulnerability of ecosystems and populations to

waterborne diseases;
– Risk and uncertainty analysis;
– Initiation of detailed CEED national and regional water and health

studies.

4. ECOLOGY AND INFECTIOUS DISEASES

The biological diversity of nature lies in the variety of life and its
processes. It includes the vast array of organisms, the genetic differences
among them, the communities and ecosystems in which they occur, and the
ecological and evolutionary processes that keep them functioning yet ever
changing and adapting. The organisms that constitute the world’s biodiver-
sity, a major share of which are parasitic and infectious organisms, live
interdependently in complex ecological networks, where each relies for
nutrients and energy on those that share its habitat (Shah, 2004). 

Healthy Ecosystems support the energy needs of all species and also
perform essential services such as purification of air and water, binding
of toxins, decomposition of wastes, watershed and flood management,
stabilization of landscapes, and regulation of parasites and pathogens. 

Biological species live and evolve in environments and biotic cycles
that encompass physical, chemical, and behavioral relationships that pro-
mote continued evolution. The symbiotic relationships between species
are not only invaluable for the future well-being of the human race but
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also ensure the sustainability of the Earth’s life-supporting capacity. More
than half of the world’s biodiversity is found in tropical rainforests, which
cover just 7% of the earth’s land area. It is well documented (Stevens,
1992; Chown and Gaston, 2000) that marine and terrestrial biodiversity
decline as one moves farther from the equator, a phenomenon known as
the latitudinal species diversity gradient. A number of studies have ana-
lyzed the diversity gradient and possible causal factors such as area,
water, energy, geographical patterns, and habitat diversity (Rhode, 1992;
Hawkins, 2003). However, parasitic and infectious organisms that
account for a major share of the world’s biodiversity have not been con-
sidered in most previous studies (Guernier et al., 2004) 

Infectious agents include viruses, bacteria, protozoa, and multi-cellu-
lar parasites. The microbes that cause ‘anthroponoses’ have adapted, via
evolution, to the human species as their primary host. In contrast, non-
human species are the natural reservoir for those infectious diseases
agents that cause ‘zoonoses’. Zoonotic pathogens are the most significant
cause of emerging infectious diseases, and account for over 70% of
pathogens. Vectors, pathogens, and hosts survive and reproduce within a
range of climatic and ecological conditions. It is important to identify
geographically how hosts, vectors, and parasites interact with each other
and with the environment. The key questions in this identification relate
to the potential carrying capacity, extent, and transmission of parasites
and pathogens, as well as insects and other intermediate hosts. Particular
ecological systems are associated, to a large extent, with particular infec-
tious diseases; the exception is malaria, which is found in dry land areas,
forests, and wetlands. Ecological change plays an important role in the
emergence or resurgence of infectious diseases. Hence understanding the
relationship between ecological changes and the nature of epidemic and
endemic diseases and emerging pathogens is critical. 

Guernier et al. (2004) have investigated the influence of temperature
and moisture, as well as certain demographic and economic characteris-
tics, on the latitudinal diversity and distribution of parasitic and infectious
diseases. The analysis was based on compilations of epidemiological data
on 332 different human pathogens across 224 countries and allowed for
cofactors such as size of country, demography, economy, and environment.
The results showed that a large number of parasitic and infectious disease
(PID) species follow the same diversity latitudinal gradient as other biolog-
ical species. This study also found significant positive correlations between
pathogen species richness and the maximum range of precipitation, but lit-



tle significant relationship between pathogen species richness and month-
ly and annual mean temperatures. 

A number of previous studies have analyzed the influence of climate
on specific infectious diseases:

– Regional cholera epidemics occur seasonally and are associated with
periods of excessive rainfall, warm temperatures, and increases in plankton
populations (Lipp et al., 2002). Monthly and annual cholera deaths have
been found to be positively correlated with sea surface temperature (an
ENSO correlate) and air temperature (Speelmon et al., 2000);

– Malaria outbreaks often occur following periods of increased rain-
fall and temperature, due to positive effects on vector breeding (Kilian et
al., 1999), development rates, parasite sporogony, and, ultimately, ento-
mological inoculation rates;

– Meningococcal meningitis, an airborne bacterial disease, shows a
highly seasonal and epidemic pattern in sub-Saharan Africa where out-
breaks occur during the hot, dry season and decline when the rainy sea-
son begins (Molesworth et al., 2002);

– Dengue epidemics are characteristically associated with high rain-
fall as well as elevated temperatures and humidity due to direct and indi-
rect effects on pathogen and vector biology (Gubler et al., 2001);

– Yellow fever, a zoonotic viral disease, has been found to be depend-
ent on temperature but the importance of temperature fluctuations in the
inter-annual variation of disease is unclear (Reiter, 2001);

– Rhodesiense African trypanosomiasis studies have suggested a link
between temperature and vegetation and the distribution of tsetse in
Africa (Fischer et al., 1985; Robinson et al., 1997);

– Japanese encephalitis epidemics are highly seasonal, occurring dur-
ing the monsoon season when temperatures reach 30°C or above (Mellor
and Leake, 2000);

– Rift Valley fever outbreaks are positively associated with warm
ENSO events and above-normal precipitation (Anyamba et al., 2002);

– West Nile virus epidemics occur during unusually hot and dry peri-
ods (Epstein, 2001);

– Schistosomiasis is related to environmental factors such as rainfall,
temperature, and water body composition (Brooker and Michael, 2000); 

– Lymphatic filariasis epidemics are related to temperature and pre-
cipitation (Lindsay and Thomas, 2000);

– Chagas disease is associated with high temperatures and low humid-
ity (Carcavallo, 1999) as well as particular types of vegetation (Dumonteil
et al., 2002);
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– Lyme disease incidences peak during high temperature summer
months (Estrada-Peña, 2002).

Many of the disease-causing parasites and pathogen populations have
flourished as environmental changes impact predator species. The wealth
of biodiversity and its intricate connections are increasingly threatened as
growing human populations and their ever-increasing consumption rav-
age the environment. The damage is evident: partial loss of the ozone
layer; global warming and climate change; air, water, and land pollution;
land degradation and erosion; salinity and desertification; wetland
destruction; disappearing forests; extinction of species; and depletion of
mineral resources. The cumulative consequences of unsustainable
human activities will, in the long run, threaten nature’s life-supporting
capacity and resources.

Over the past half century, more than a quarter of the world’s 8.7 bil-
lion hectares of crop-lands, pastures, forests, and woodlands have been
degraded through misuse or overuse. Agriculture is by far the largest use
of land and has the greatest impact on the environment and its biodiver-
sity. Agricultural expansion has already resulted in the loss and fragmen-
tation of the world’s forests, modification of wetlands, streams, estuaries,
lakes, and coastal and marine ecosystems. Many ecosystems are also
threatened by unchecked expansion of urban areas and road infrastruc-
ture (Patz et al., 2004). 

Evolutionary ecologists are trying to identify the drivers that regulate
species diversity. Among various hypotheses, factors such as area and ener-
gy, geographic constraints, and habitat diversity have been considered.
Intuitively, one can hypothesize that plant species diversity results from an
interaction between temperature, precipitation, topography, and soils. In
turn, the herbivore species diversity results from the diversity of vegetation,
and carnivore species diversity depending on the herbivores. The diversity of
domesticated livestock has evolved in tandem with the variability and range
of food supplies and in the context of social and economic development
around the world. Next in this chain, the evolution and spread of parasite
and pathogen diversity depends on the availability of habitat and breeding
environments and hosts, including wildlife, livestock, and humans. 

In recent years there has been a growing emphasis on Integrated Vector
Management (IVM) strategies, as they combine the most effective epidemi-
ological and ecological chrematistics. IVM, which integrates environmen-
tal management, biological control methods, and chemical control meth-
ods, aims to ‘improve the efficacy, cost-effectiveness, ecological soundness



and sustainability of disease vector control’. Furthermore IVM encourages
a multi-disease control approach, integration with other disease control
measures and the considered and systematic application of a range of inter-
ventions, often in combination and synergistically (WHO, 2004). 

All biological species need access to dispersal areas as climatic and
environmental conditions, and food and water supplies undergo seasonal
changes. The movement of zoonotic and wildlife hosts combined with the
existence of areas of urban population concentration further add to risks
and prevalence of infectious diseases.

The Earth’s latitudinal diversity of biological species including para-
sites and pathogens, and the relevance of and inter-relationships with
cofactors such as mean and variability of climate parameters, environ-
mental degradation and pollution, vegetation changes (crops, pastures,
natural vegetation), and water resources remain to be analyzed. These
factors, as well as economic and demographic development, are relevant
to assessing the risk and prevalence of infectious diseases. 

4.1. Ecology and Infectious Diseases: Examples of Spatial Extensions of the
CEED Methodology and Resource Data Base

– Compilation of geographical distribution of parasites, pathogens
and infectious diseases and populations at risk;

– Analysis of CEED driving forces and cofactors of infectious diseases;
– Analysis of capacity of health care systems: prevention, detection,

and treatment;
– Spatial differential vulnerability of ecosystems and populations to

infectious diseases;
– Risk and uncertainty analysis;
– Initiation of detailed CEED national and regional ecology and infec-

tious diseases studies.

5. CONCLUDING REMARKS

Climate change is global, long term, and involves complex interac-
tions among demographic, climatic, environmental, economic, health,
political, institutional, social, and technological processes. It has signifi-
cant international and intergenerational implications in the context of
equity and sustainable development (UN, 1992). Climate change will
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impact social, economic, and environmental systems, and it will shape
prospects for food, water, and health security. Quantitative information
for geographically specific areas provides important knowledge that can
underpin sub-national, national, and regional adaptive policies to miti-
gate the consequences of global environmental change. It may also facil-
itate international negotiations on climate change and sustainable devel-
opment that take into account global inequities.
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GLOBAL DEMOGRAPHIC TRENDS,
EDUCATION, AND HEALTH

WOLFGANG LUTZ

A Demographically Divided World

Current global demographic trends and the challenges associated
with these trends are somewhat confusing to many observers. On the one
hand, in many developing countries birth rates well above the replace-
ment level (of two surviving children per woman) and a very young pop-
ulation age structure keep population growth rates very high. For these
reasons, the population in a number of countries is likely to double over
the coming decades. At the global level, we expect that the world popula-
tion will increase from its current 6.4 billion to somewhat below 9 billion
by the middle of the century. On the other hand, in an increasing number
of countries the birth rate has fallen well below replacement level and the
population is aging rapidly. For these countries we expect even more
rapid population aging in the future, and in many cases, a shrinking of
total population size. Because demographic trends differ significantly in
different parts of the world, concerns about the negative consequences of
rapid population growth exist simultaneous to concerns about the nega-
tive implications of rapid population aging.

The fact that this demographic divide does not always follow the tra-
ditional divide between industrialized and developing countries further
complicates this picture. Some developing countries have recently seen
very rapid fertility declines, and the number of ‘poor’ countries with sub-
replacement fertility is increasing. China is the most prominent example,
where fertility has fallen to an (uncertain) level between 1.4 and 1.8. Over
the coming two decades, China will have significant further growth and
significant population aging. The momentum created by a very young
present age structure will cause the population to grow by around 200
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million people, with the consequence that more women will enter repro-
ductive age. At the same time, the one-child family policy will continue to
cause serious problems in terms of the support of the rapidly increasing
number of elderly. The United States will also be among the countries that
simultaneously experience growth and aging, because – unlike Europe –
the United States is expected to grow significantly due to high levels of
immigration and higher birth rates than in Europe.

Figure 1 illustrates these trends in population growth rates for differ-
ent world regions from 1950 to 2050, based on UN data estimates and
projections. It shows that Europe consistently has the lowest population
growth rate of all continents, falling from 1% per year in 1950 to zero
growth today and an expected 0.5% per year decline by 2050. The figure
also shows that all world regions have passed their peak growth rate and
entered a declining trend that is expected to continue over the next half
century. The only continent to depart from this general pattern is North
America, which saw mostly stable population growth of around 1% from
1965 to present. That growth is expected to decline only moderately in the
future. Actually, the UN expects North America to have a higher popula-
tion growth than Latin America, and than the world average, by 2050.

Figure 1. Average annual population growth rates of selected world regions, 1950-2050.
Source: United Nations (2003) (medium variant).
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Table 1 presents the trends in the two main drivers of population
growth, namely mortality and fertility. As it shows, over the past half cen-
tury, life expectancy has increased considerably in all parts of the world.
Only in Africa over the past decade has there been a moderate decline at
the continental level, as a result of HIV/AIDS, with life expectancy having
declined considerably in some of the hardest hit countries. Projections
assume a recovery in Africa, along with a continued increase in life
expectancy in all parts of the world. Fertility rates have declined consid-
erably around the world over the past decades. With less than 1.4 children
per woman, Europe has the lowest fertility rate; the other extreme is
Africa, where the average is around 4.9 children per woman. For the com-
ing decades, the UN assumes continued declines in fertility around the
world with the exception of Europe, where a recovery is assumed.
Although the assumed continuation of the fertility transition in develop-
ing countries is uncontroversial, the assumption of substantial fertility
increases in Europe is more disputed.

Demographic Transition as the Main Driver

Explanations and projections of fertility trends in different parts of the
world generally have been guided by the paradigm of demographic transi-
tion. This paradigm assumes that after an initial decline in death rates,

Table 1. Life expectancy at birth and total fertility rates by selected regions (1950-2050).
Source: United Nations (2003) (medium variant).
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birth rates also start to fall after a certain lag. In this general form, the
model has received overwhelming empirical support in its ability to capture
the remarkable fertility changes that happened over the 20th century.

The demographic transition began in today’s more developed coun-
tries (MDCs) in the late 18th and 19th centuries, and spread to today’s less
developed countries (LDCs) in the last half of the 20th century (Notestein,
1945; Davis, 1954; Davis, 1991; Coale, 1973). The conventional ‘theory’ of
demographic transition predicts that, as living standards rise and health
conditions improve, mortality rates decline first, followed somewhat later
by fertility rates. During the transition, population growth accelerates
because the decline in death rates precedes the decline in birth rates. The
demographic transition ‘theory’ is a generalization of the typical sequence
of events that occurred in what are now MDCs, where mortality rates
declined comparatively gradually, beginning in the late 1700s and then
more rapidly in the late 1800s, and where, after a varying lag of up to 100
years, fertility rates declined as well. Different societies experienced this
transition in different ways and various regions of the world are now fol-
lowing distinctive paths (Tabah, 1989). Nonetheless, the broad result has
been a gradual transition from a small, slowly growing population with
high mortality and high fertility to a large, slowly growing or even slowly
shrinking population with low mortality and low fertility. 

Figure 2 illustrates the demographic transition for two distinct world
regions. It plots the crude birth and death rates (births and deaths per
1,000 of the population) for Europe and India. In the 1950s, the birth
rates were almost twice as high as the death rates, which resulted in sig-
nificant population growth. In Europe, the gap between birth and death
rates closed during the 1990s. Looking ahead, Europe is expected to have
a birth deficit, resulting in negative natural growth (with actual growth
still depending on net migration). By comparison, India is in a much ear-
lier phase of its demographic transition. Death rates have declined signif-
icantly, and with some lag, the birth rates also have started to decline,
although from a much higher level than in Europe due to universal and
very early marriage in India. India is expected to have completed its
demographic transition by the middle of the 21st century.

This demographic transition paradigm, which has been useful for
explaining global demographic trends during the 20th century and has
strong predictive power for projecting future trends in countries that still
have high fertility, has nothing to say about the future of fertility in
Europe. The recently popular notion of a ‘second demographic transition’
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is a useful way to describe a bundle of behavioral and normative changes
that have emerged in Europe, but the concept has no predictive power.
The social sciences have not yet developed a useful theory to predict the
future fertility level of post-demographic transition societies. All that fore-
casters can do is try to define a likely range of uncertainty.

Mapping the Uncertainty Range of Demographic Trends in the 21st Century

The future trends of all three components of demographic change –
fertility, mortality, and migration – are uncertain. The UN medium vari-
ant presented above is based on assumptions about what is most likely
from today’s perspective. But we already know that there is a high prob-
ability that the actual future trends will be either above or below the
medium assumption. How should we deal with this significant uncer-
tainty in population forecasting? This same question is asked by a recent
special issue of the International Statistical Review (Lutz and Goldstein,
2004). The state-of-the-art report shows that the field of population fore-

Figure 2. Crude birth and crude death rates for Europe and India, 1950-2050. Source:
United Nations (2003) (medium variant).
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casting is currently seeing a paradigm change to move from scenarios to
probabilistic forecasting. Scenarios, as used in many fields of forecasting
and as described by Huynen and Martens (2006, this volume), are
descriptions of possible future paths without any statement of their like-
lihood. Particularly in cases of deep uncertainty, i.e., when there is not
only parameter uncertainty but the entire model is uncertain, scenarios
have become a standard tool for thinking about the future. Because in
population forecasting we know the model, as described by the cohort
component model of population projections, only the parameters are
uncertain. For this reason, forecasting agencies around the world some
decades ago followed the example of the United Nations Population
Division and produced high and low variants in addition to the medium
variant. This high-low range is supposed to indicate a ‘plausible range’ of
future population trends. But a high-low range can only be defined in
terms of one of the three components of change and as a result is mostly
based on alternative fertility assumptions, while uncertainty in mortality
and migration is disregarded.

To remedy such shortcomings, IIASA (Lutz et al., 1997) produced the
first fully probabilistic projections of the world population. These were
based essentially on subjective probability distributions for future fertili-
ty, mortality, and migration, as defined by a group of experts. In 2001,
IIASA performed new probabilistic projections based on a synthesis of
three alternative approaches (time series analysis, ex post error analysis,
and argument-based expert views) (Lutz et al., 2001). The examples below
are taken from this most recent forecast. Such probabilistic projections
go beyond the traditional scenario analysis in several important dimen-
sions: they are able to simultaneously consider the uncertainty in all three
components of change; they can define in more precise quantitative terms
what uncertainty intervals the given ranges cover; and, based on the
assumption of certain correlations, they can aggregate from the regional
to global level in a probabilistically consistent way. These important
advantages of a probabilistic approach over a scenario approach suggest
that other fields such as environmental change or future health should
consider moving beyond scenarios.

The key findings of Lutz et al. (2001), with a high probability of above
80%, are that world population will peak over the course of this century
and then start to decline. The findings also show that the 21st century will
bring significant population aging in all parts of the world. In short,
where the 20th century was the century of population growth, with the



world growing from 1.6 to 6.1 billion people, the 21st century will be the
century of population aging, with the global proportion above age 60
increasing from currently 10% to between 24 and 44% (80% uncertainty
interval). Even more significant, the proportion of the world population
above age 80 will increase from currently 1% to between 4 and 20%,
depending largely on the future course of life expectancy.

Figure 3 (see page 416) shows that in Western Europe the proportion
of the population above age 80 might increase much more dramatically
than it will at the global level. As the figure shows, currently around 3%
of the population in Western Europe is above age 80, and this proportion
will not change much over the coming decade. After the year 2030, how-
ever, the uncertainty range opens up very quickly. In 2050, the 95% inter-
val already ranges from around 4% at the low end to more than 20% at
the high end, with the median at around 10%. In other words, in 2050 the
proportion above age 80 is likely to be three times as high as today, but it
could even be six times as high. Its actual level will depend mostly on
future old-age mortality – whether life expectancy will level off toward a
maximum or whether it will continue to increase unabated. This differ-
ence becomes much more significant during the second half of the cen-
tury. By the end of the century, the 95% interval is extremely wide, rang-
ing from essentially the current level of 3% to an incredible 43% of the
population above age 80. Even the median shows a proportion of about
20%. Societies with significant proportions of the population above age
80 will clearly be very different from today’s societies, although it is like-
ly that an average 80-year-old person during the second half of the centu-
ry will be in much better physical health than an average 80-year-old per-
son today. Clearly, the future course of old-age mortality and disability
provides us with many difficult but highly important research questions.

Figure 3 also shows two blue lines for the year 2100. These give the
proportions of the population above age 80 as provided by the ‘high’ and
‘low’ variants of the most recent UN long-range projections (United
Nations, 1999). Because the UN does not use alternative mortality
assumptions in their variants, it is not surprising that the range is quite
narrow. Also, the UN projections seem to anticipate much lower improve-
ments in life expectancy in Western Europe. This difference illustrates
that the traditional variants approach, which only varies the fertility
assumptions, is a highly problematic way of dealing with uncertainty and
should not be interpreted as giving a ‘plausible range’, as is often done. 
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The Changing Global Distribution of Population and Human Capital

The demographic trends of the past decade, together with those pro-
jected, have and will continue to result in major changes in regional pop-
ulation distribution on our planet. Figure 4 plots the continents’ changing
shares of the world population. Asia, which holds the giant share of the
world population and stays at a rather stable 55-60% over the entire 100-
year period, is not included in the graph. The shares of North America,
Latin America, and Oceania are also surprisingly stable over time. Big
changes affect only Europe and Africa, where over the course of 100 years
they fully exchange their positions. In 1950, Europe (including Russia)
was home to some 550 million people constituting 22% of the world pop-
ulation. At present, Europe has increased to 725 million, but because the
world population has increased much more rapidly, Europe’s share has
declined to only 12%. By 2050 Europe is expected to shrink to some 630
million, which at that point will only be 7% of the world population.
Africa, on the other hand, which started at 8% in 1950, is likely to grow
to around 1.8 billion by 2050, almost three times the expected population
of Europe at that time.

Although these changes in relative population size are significant, it is
not clear what they imply for a region’s geopolitical standing. The
strength and influence of a nation or a continent is not directly a function
of its population size. If this were the case, then Africa today should have
a similar standing in international politics, economics, or military
strength to that of Europe; this is not remotely the case. What seems to
count more than solely the population size of a country is its level of
human capital, which can be defined in a simplified way by stratifying the
people of working age by their level of education. The global distribution
of human capital is changing, but the pattern looks rather different from
that of population numbers alone.

The first global projections of human capital have been produced
recently by IIASA (Lutz et al., 2004b). Table 2 lists the persons of working
age that have at least some secondary or tertiary education in 2000, and
provides two alternative scenarios to 2030. The scenario ‘constant’ assumes
that current school enrollment rates stay unchanged over time, which will
result in significant human-capital improvements in many countries
because of past improvements in education and the process by which the
less educated older cohorts are replaced by better educated younger
cohorts. The other scenario, called ‘ICPD’, assumes that the ambitious edu-
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cation goals defined at the International Conference on Population and
Development (ICPD) 1994 in Cairo will be achieved. These include a clos-
ing of the gender gap in education and universal primary education.

Table 2 shows that in terms of human capital, Europe (including
Russia) is still a world power, with well over 350 million working age peo-
ple who have received higher education – many more than in Africa, and
even more than the huge South Asian subcontinent. This puts the pure
population numbers into perspective. The table also shows that signifi-
cant changes in the global distribution of human capital are to be expect-
ed, even under the constant enrollment scenario. Under this scenario,
every world region will see some improvement of its overall human capi-
tal. On a relative scale, gains in today’s least developed regions will be
strongest, partly because the recent improvements in educating the
younger generation are a significant gain in comparison to the virtual
absence of education among the older cohorts. In absolute terms, even
under this constant enrollment scenario, huge gains in the number of
working age people with secondary or tertiary education are expected in

Table 2. Population (in millions) aged 20-65 by education and sex in 2000 and in 2030
according to the ‘constant’ and the ‘ICPD’ scenarios. Source: Lutz et al. (2004b: 149).



Latin America, South Asia, and the China region. In today’s industrialized
countries, only moderate gains are expected. Comparing these results to
the most optimistic scenario, which assumes the education goals of the
ICPD, there is surprisingly little difference to the constant enrollment sce-
nario. This is due to the great momentum of educational improvement.
Increases in school enrollment today and over the coming decade will
only very slowly affect the average educational attainment of the whole
working age population. The difference between the scenarios is worth
noting in Sub-Saharan Africa, where the current school enrollment rates
are still far below the Cairo targets. Because the ICPD also implies lower
fertility in some regions, the absolute numbers for human capital are
smaller under the ICPD than under the constant rate scenario.

Figure 5 presents the information of Table 2 in graphical form. In
comparing the four ‘mega regions’, it shows that currently Europe and
North America together dominate the world in terms of human capital,
although South Asia and the China region are already bigger in terms of
their working age populations. The figure also shows the different path-
ways of China and South Asia (India). Unlike South Asia, China has

Figure 4. Share (in percent) of selected regions in world population, 1950-2050. Source:
United Nations (2003) (medium variant).
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invested heavily over the past decades in primary and secondary educa-
tion and will see a peaking of its population size over the coming decades.
As a result, South Asia will soon surpass the China region in terms of pop-
ulation size, but will fall behind in terms of human capital. Even under
the most optimistic scenario, Africa will see only very moderate increas-
es in human capital. An interesting point is that China’s human capital is
increasing so rapidly that by around 2015 China will have more people of
working age with secondary or tertiary education than Europe and North
America together. These global shifts in human capital are likely to result
in changing geopolitical and economic status and also have significant
implications for global health and well-being.

Figure 5. Population (in millions) aged 20-65 by level of education, according to the
‘ICPD’ scenario in four mega-regions, 2000-2030. Source: Lutz et al. (2004b: 138).



Implications on Health

As outlined above, the major changes in the global population distri-
bution – both in terms of age distribution and regional distribution –
affect health in many dimensions, ranging from the implications of inter-
national mobility for infectious diseases, to the consequences of rapid
population aging for the prevalence of disabilities, to the financial viabil-
ity of health care systems in the face of major shifts in the ratio of con-
tributions to entitlements. On top of these demographic changes, the out-
lined change in the educational composition of the global population is
expected to have significant positive effects on health. At least on the indi-
vidual level, education is probably the single most important determinant
of health differentials. Almost universally, people with better education
live longer, have better a health status, and have healthier children than
less educated people of the same age in the same place of residence. The
mechanisms by which education leads to better health are manifold and
operate both in developing and developed countries. There are many
implications of demographic and education trends on health, and we dis-
cuss only two interesting questions, one for the rapidly aging European
society and one for some of the world’s poorest countries.

To What Extent Will Population Aging in Europe Lead to an Increase in the
Number of Disabled People?

It is evident as a feature of human life that the number of functional
disabilities of all kinds increases with age. Surveys conducted in all EU
member countries have collected systematic information on this progres-
sion. These surveys usually distinguish to some extent between categories
of severely disabled and disabled. The data show, for instance, that on
average only 2% of the women aged 25-34 are severely disabled. This pro-
portion already reaches 10% for the age group 55-64 and further increas-
es to almost 30% for women above age 85. The proportion of moderately
disabled increases more rapidly, from 7.5% in the age group 25-34 to 36%
for women above age 85.

It is equally evident and uncontested that the age structure of the
European population will become significantly older over the coming
decades. The proportion of the population above age 65 is expected to
increase from its current 16% to possibly more than 30%. The proportion
above age 80 is likely to increase even more rapidly. Combining these
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observations about disability and aging, one would expect the number of
disabled people in Europe to increase rapidly over the coming decades as
more and more elderly people enter the ages of high disability rates.
However, the calculations presented here show that this is not necessari-
ly the case if the pattern of age-specific risk of disability continues to shift
to higher ages, i.e., if at any given age the risk declines.

Figure 6 (see page 416) shows the population of the EU-15 in 2000 by
age and sex and disability status as measured by the most recent health
surveys. Here the red area includes both categories of the disabled, severe
and moderate. The age pyramid shows a particularly large number of dis-
abled women aged 55 to 80 at present.

Figures 7a and 7b (see page 417) present two alternative scenarios for
the year 2030. Both are based on an identical projection of the total pop-
ulation of the EU-15, which includes the assumption of a two-year gain
in total life expectancy per decade (as well as medium migration and fer-
tility assumptions). Superimposed on this population forecast are two dif-
ferent assumptions about future trends in age-specific disability rates.
Figure 7a presents the projected age pyramid under the assumption that
currently observed age-specific proportions disabled do not change over
time. This somewhat implausibly assumes that while mortality rates at
higher ages decline due to improving life expectancy, the probability of
becoming disabled at a given age does not change. The result of this first
scenario shows that the number of disabled persons in the EU will indeed
increase from currently around 60 million to around 75 million in 2030.

The second scenario shown in Figure 7b assumes that while life
expectancy increases by two years per decade, the schedule of age-specif-
ic proportions disabled is also shifted to higher ages by two years per
decade. This means, for example, that by the year 2030 the risk of being
disabled at age 70 is equal to that the risk at age 64 in 2000. For this sce-
nario, the results show almost no increase in the number of disabled peo-
ple in Europe, with the total number increasing only from 60 to 62 mil-
lion by 2030. Extended to 2050, this scenario results in slight declines in
the disabled population.

In conclusion, these scenario calculations of Europe’s future physical-
ly disabled population indicate that the number of elderly people in need
of care and assistance will not necessarily increase as a consequence of
population aging. The key factor will be the future trend in age-specific
risks to become disabled, an area where preventive medicine and public
health measures may be able to make a big difference.
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The Effect of Improving Education on Adult and Child Mortality

In a recent paper, Lutz et al. (2004a) study the effects of changing edu-
cational structures on adult and child survival in Guinea, Zambia, and
Nicaragua. Table 3 illustrates the considerable differences in the survival
chances of children depending on the education of their mothers. In
Nicaragua, the children of women without formal education die almost
four times more often than the children of women with higher education.
The reasons for this remarkable difference are not difficult to find.
Women with a better education generally have a better social and eco-
nomic standing, are better informed about healthy practices, and typical-
ly have better access to the health care system.

The same effects are likely to operate when it comes to adult mortali-
ty and total life expectancy. Table 4 shows that the difference in life
expectancy among Nicaraguan men who have higher education and those
who have no education is about 12 years. In Zambia, which is very hard
hit by HIV/AIDS, the absolute difference is less because AIDS tends to
affect all educational groups, but, even there, the more educated have a
life expectancy that is 20% higher than that of the uneducated.

It is interesting to note that this important influence of education on
health and survival does not disappear as countries become more devel-
oped. For example, a study using data from Austria in the 1980s shows
that the mortality risk for the age group 35-64 is twice as high for men
with basic education as it is for men with tertiary education. For women,
the same ratio is about 1.5 (Lutz et al., 1999). Translated into life
expectancy, this educational difference is 6-7 years, which is comparable
to the differential between the sexes. In the countries of Eastern Europe,
the educational mortality and health differential is even bigger.

Table 3. Under-five mortality rates (5q0) per 1,000 live births by mother’s level of educa-
tion in Guinea, Zambia, and Nicaragua. Sources: DHS Guinea 1999; DHS Nicaragua
2001; DHS Zambia 2002.
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Conclusions

Over the course of the 21st century the world will likely see large
demographic changes quite different from those observed during the 20th
century. The population will continue to grow substantially in some of the
poorest countries, while it will age massively in the richer countries. For
all countries, these trends will pose major new health threats. The 21st
century will also see an increasingly urbanized population. It is estimat-
ed that more than half of the world population will live in urban areas
within a few years. This will bring new health problems, such as those
associated with a sedentary lifestyle, air pollution, and possibly higher
transmission rates of infectious diseases. These well-established demo-
graphic changes have not yet been studied sufficiently well with respect
to their consequences for human health and well-being.

This paper adds a potentially very important new aspect to the analysis
– namely, global change in the composition of the population by education.
Given the very strong link between education and health, the fact that we
are likely to see significant improvements in the educational composition
of populations around the world is good news. In addition, a better-edu-
cated population can be assumed to be less vulnerable to new health threats

Table 4. Estimated life expectancy at birth by sex, education, and country in 2000-2005.
Sources: DHS Guinea 1999; DHS Nicaragua 2001; DHS Zambia 2002.
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resulting from environmental change or other global influences, and to
show a greater adaptive capacity. Unfortunately, some countries are clearly
falling behind in the improvement of their human capital.
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GLOBALIZATION AND HUMAN HEALTH:
TOWARD SCENARIOS FOR THE 21st CENTURY

MAUD HUYNEN & PIM MARTENS

1. INTRODUCTION

Good health for all populations has become an accepted internation-
al goal. Looking at past and contemporary developments in human
health, we can state that there have been broad gains in life expectancy
over the past century. However, health inequalities between rich and poor
persist, and the future prospects for health depend increasingly on the rel-
atively new processes of global change and globalization. In the past,
globalization was often seen as a more or less economic process charac-
terized by trade liberalization and capital mobility. Nowadays, globaliza-
tion is increasingly perceived as a more comprehensive phenomenon that
is rapidly reshaping society.

Due to the processes of globalization, the geographical scale of impor-
tant health issues is progressively increasing. This was, for example,
clearly demonstrated by the rapid spread of the Severe Acute Respiratory
Syndrome (SARS) epidemic in 2003. Additionally, the intergenerational
equity implied by sustainable development also forces us to consider the
right of future generations to a healthy life.

The pathways from globalization to health are often complex and
mediated by a multitude of factors, such as economic development,
lifestyle and ecological changes. Therefore, exploring the health effects of
globalization requires a more holistic approach than has previously been
taken. This paper describes a first attempt to add a health dimension to
existing global scenarios in order to explore the future health effects of
globalization.



2. POPULATION HEALTH: A CONCEPTUAL FRAMEWORK

As the world around us becomes more interconnected and complex,
human health is increasingly perceived as the integrated outcome of its
ecological, socio-cultural, economic and institutional determinants.
Therefore, it can be seen as an important high-level integrating index that
reflects the state – and, in the long term, the sustainability – of the natural
and socio-economic environment [1, 2]. The conceptual framework of pop-
ulation health described in this section is based primarily on a comprehen-
sive analysis of a diverse selection of existing models of population health
(see for more details [3]). Although the selected models vary in complexity,
purpose and content, their strengths and weaknesses reveal the following
guidelines for an ideal-type model of population health, which:

– makes a distinction between determinants of different natures;
– makes a distinction between determinants of different levels of

causality;
– is as comprehensive as possible without becoming too complex; and
– includes response variables/determinants.
The nature and level of causality of the determinants can be combined

into a basic framework that conceptualizes the complex multi-causal
aspects of population health. In referring to the nature of the determi-
nants, we make the traditional distinction between institutional, eco-
nomic, socio-cultural, and environmental factors. These factors have dif-
ferent positions in the causal chain, and so operate at different hierarchi-
cal levels of causality. The chain of events leading to a certain health out-
come includes both proximal and distal causes: proximal factors act
directly to cause disease or promote health, and distal determinants affect
health via (a number of) intermediary causes [4]. We also distinguish con-
textual factors. These are the macro-level conditions that form the context
in which the distal and proximal factors operate and develop.
Determinants with different positions in the causal chain probably also
differ in their temporal dimensions. Individual-level proximal health risks
can be altered relatively quickly, for example by a change in personal
behavior; for disease rates in whole populations to change requires slow-
er and more sedimentary changes in contextual factors, often over the
course of a few decades.

Further analysis of the selected health models and an intensive litera-
ture study resulted in a wide-ranging overview of the health determinants
that can be fitted within this framework (Table 1). Figure 1 (see page 418),

MAUD HUYNEN & PIM MARTENS270



GLOBALIZATION AND HUMAN HEALTH: TOWARD SCENARIOS FOR THE 21st CENTURY 271

TABLE 1. Determinants of population health [3, 5].



which draws on this analysis, shows a manageable number of general
determinants and includes important response variables such as health
policies and health-related policies.

We must keep in mind, however, that determinants within and between
different domains and levels interact in complex and dynamic ways to ‘pro-
duce’ health at a population level. In addition, the pathways between these
determinants and population health are not unidirectional; for example, ill
health can have a negative impact on economic development.

3. THE GLOBALIZATION PROCESS AS A DETERMINANT OF POPULATION HEALTH

More and more scholars agree that globalization is an extremely com-
plex phenomenon. Rennen and Martens [6] define contemporary global-
ization as an intensification of cross-national cultural, economic, politi-
cal, social and technological interactions that lead to the establishment of
transnational structures and the global integration of cultural, economic,
environmental, political and social processes on global, supranational,
national, regional and local levels. This definition aligns with the view of
globalization as deterritorialization, and it explicitly acknowledges the
multiple dimensions involved in the process. 

To focus our study, we identify global governance structures, global
markets, global communication, global mobility, cross-cultural interac-
tion and global environmental changes as important features of the glob-
alization process (Table 2). These features all operate at the contextual
level of health determination and influence distal factors such as health
(related) policy, economic development, trade, social interactions, knowl-
edge, and ecosystem goods and services. In turn, these changes in distal
factors have the potential to affect proximal health determinants and,
consequently, health [3, 5].

4. HEALTH IN EXISTING GLOBAL SCENARIOS

The value of scenario studies to explore possible future events and pro-
vide sound policy-relevant guidance for decision-makers is increasingly and
widely recognized (Box 1). Globalization is often included as an important
driver in existing global scenarios and sometimes even as a distinguishing
factor between different storylines (see e.g., the Special Report on Emission
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Scenarios [7]). However, a set of integrated global scenarios on future
health has not been generated to date. 

With the following criteria in mind – integration, long-range outlook
and global scope – we considered eight scenario studies (with a total of 31
scenarios) developed since 1995: Global Environmental Outlook 3 (GEO-
3) [8], the Global Scenario Group [9], Global Trends 2015 [10], the
Millennium Project [11], Which World [12], the Special Report on
Emission Scenarios (SRES) [7], the World Business Council on
Sustainable Development Global Scenarios [13], and the World Water
Scenarios (WWS) [14] (for more details see [15, 16]). Only fourteen out of
the 31 selected scenarios give a reasonable description of future develop-
ments in health. Eight scenarios completely neglect the health dimension.
Only four scenarios explicitly discuss several socio-cultural, economic
and ecological developments as determinants of health [15, 16]. 

A mere 15% of the selected scenarios describe health adequately and
in an integrated way, which indicates that health is not consistently han-
dled within current global scenarios. However, other developments that
possibly affect future health (e.g., food, water, environment, social
change, equity, economic growth, technology) are well addressed in most
scenarios [15, 16]. Therefore, it would have been possible to describe
future developments in health as an outcome of these multiple drivers
and pressures.

TABLE 2. Features of globalization [3, 5].



5. LINKING SCENARIOS TO FUTURE HEALTH

So what ‘health future’ lies ahead? We explore this question by look-
ing at two recently developed sets of scenarios: the SRES-scenarios [7]
and the GEO3-scenarios [8]. The socio-cultural, institutional, economic
and environmental developments described in these scenarios are linked
to three potential health futures (Box 2): the ‘Age of emerging infectious
diseases’, the ‘Age of medical technology’ and the ‘Age of sustained
health’. Although these futures are hypothetical, they are based on views
in current literature and possible ‘early signs’ observed within society.
They also build upon past and current developments described by the
health transition (Figure 2, see page 418). The projected picture of future
health in a particular scenario evolves from (our interpretation of) a com-
bination of the described developments in relevant health determinants.
We describe the results of this exercise in the next sections.
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BOX 1. SCENARIOS

Scenarios are descriptions of journeys to possible futures that reflect dif-
ferent assumptions about how current trends will unfold, how critical uncer-
tainties will play out and what new factors will come into play [8]. They
describe hypothetical future pathways that consist of states, events, actions
and consequences that are causally linked.

Scenarios were first used primarily as planning and forecasting tools,
displaying a mechanistic and deterministic view of the world. Today, it is
generally accepted that scenarios do not predict but paint pictures of possi-
ble futures by exploring different outcomes that might result from changing
basic assumptions [8]. The relevant question that scenarios can address is
not whether any particular development will happen in the future, but rather
what might happen and how we act to encourage, discourage, prepare for,
and/or respond to such an event or development. In this way scenarios can
go beyond the conventional paradigm and may result in surprising and inno-
vative insights.
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BOX 2. THREE POTENTIAL FUTURE STAGES IN THE HEALTH TRANSITION

Past changes in population health encompass several related develop-
ments such as the increase in life expectancy, declining mortality and fertil-
ity, shifting causes of death, the changing character of morbidity and con-
tinuing developments in the provision of health services. These long-term
changes in the patterns of health and disease and their multiple determi-
nants can be described and explained within a conceptual framework known
as the health transition (sometimes also referred to as the epidemiologic
transition [17, 18]). Although it has limitations [19], the health transition is
a useful tool for understanding current health trends and exploring future
developments. 

Although the future of human health cannot be predicted with certain-
ty, there are patterns of change and signs that can be anticipated. Below,
three possible, but hypothetical, health futures are sketched; these build on
past and current transition ‘stages’.1 These health futures are based on views
in current literature and possible ‘early signs’ observed within society. They
could follow from stages in the health transition we have seen in the past and
are facing at present (Figure 2). There is also the possibility that economic,
political, social, or environmental crises will cause the process of transition
to stagnate, or to go into reverse. Additionally, these ‘futures’ are not sharply
delineated but reflect a continuum of possible outcomes.

Age of Emerging Infectious Diseases

Current outbreaks of SARS and other (re)emerging diseases are a
reminder that sudden disease emergence is a permanent part of the world
and should be anticipated [20]. It is recognized that communicable diseases
are possible threats to the future of mankind [18]. According to Olshansky et
al. [21], for example, the next stage in the health transition could possibly be
characterized by emerging-disease outbreaks. 

In this picture of future health [22], the emergence of new infectious dis-
eases or the re-emergence of ‘old’ ones will have a significant impact on
health. A number of factors will influence this development: travel and trade,
microbiological resistance, human behavior, breakdowns in health systems,
and increased pressure on the environment [23]. Social, political and eco-

1 This first stage of the health transition (the ‘Age of pestilence and famine’) is char-
acterised by the kind of mortality that has prevailed throughout most of human history.
Most developing countries are now in the second stage: the ‘Age of receding pandemics’.
It involves a reduction in the prevalence of infectious diseases, and a fall in mortality
rates. In the third stage (the ‘Age of chronic diseases’), the elimination of infectious dis-
eases makes way for chronic diseases among the elderly. Currently, most developed
countries are in this stage. Adopted from Omran (1983, 1998).
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nomic factors that cause the movement of people will increase contact
between people and microbes; environmental changes caused by human
activity (e.g., dam and road building, deforestation, irrigation, and climate
change) will contribute to the further spread of disease. The overuse of
antibiotics and insecticides, combined with inadequate or deteriorating pub-
lic health infrastructures will hamper or delay responses to increasing dis-
ease threats. Control of infectious diseases will be hampered by political and
financial obstacles, and by an inability to use existing technologies. As a
result, infectious diseases will increase drastically, and life expectancy will
fall (as is currently the case in many developing countries due to the AIDS
pandemic). Ill health will lead to lower levels of economic activity, and coun-
tries will be caught in a downward spiral of environmental degradation,
depressed incomes and ill health. 

Age of Medical Technology

Past shifts in health patterns and risk factors have been driven mainly by
economic development (and associated modernization processes) and
improvements in (medical) technology and health care [17, 18]. Vice versa,
shifts in health and disease patterns have influenced the organized response
to the changing needs of the global population, particularly in the provision
of health services [24]. In the developed world, for example, the emergence
of chronic health problems and unhealthy lifestyles changed the focus of
health systems dramatically. In the developing world, policies concentrate
on the widespread implementation of modern health care and development
programs. 

A continuation of these trends could possibly be described as the ‘Age of
medical technology’ [22]. Such a future is in line with Omran’s futuristic
stage called ‘aspired quality of life with paradoxical longevity and persistent
inequities’ [18]. There will be continued achievements in disease control,
health promotion, and prolongation of life. To a large extent, increased
health risks caused by unhealthy lifestyles and environmental changes,
among other things, will be offset by increased economic growth and tech-
nological improvements. Still, some health problems will, at least for a
while, challenge existing diagnostic and therapeutic abilities (just as with the
evolution of HIV/AIDS). Additionally, longevity is a mixed-blessing, as it is
accompanied by increasing chronic morbidity and mounting medical costs.
There will also be continued socio-economic inequities. 

Without long-term, sustainable economic development, increased envi-
ronmental pressure and social imbalance may eventually propel poor soci-
eties into the ‘Age of emerging infectious diseases’. On the other hand, if
environmental and social resources eventually are balanced with economic
growth, then sustained health may be achieved.

Ê



GLOBALIZATION AND HUMAN HEALTH: TOWARD SCENARIOS FOR THE 21st CENTURY 277

6. LINKING THE SRES-SCENARIOS TO HEALTH

The most recent scenario efforts of the Intergovernmental Panel on
Climate Change (IPCC) resulted in four scenarios that extend through
2100 [7]: A1, A2, B1, B2. The distinctions among these scenarios are
broadly structured by defining them ex ante along two dimensions. The
first dimension relates to the extent of cross-regional economic conver-
gence and social and cultural interactions; the second relates to the bal-
ance between economic objectives and environmental and equity objec-
tives. See also Table 3.

Age of Sustained Health

The Earth Charter Initiative [25] is a good example of a present-day
movement promoting a global ethic for sustainability. It is based on the par-
ticipation of thousands of organizations, groups and individuals worldwide.
The Earth Charter envisions a future characterized by a societal transfor-
mation toward sustainability, which the document itself calls ‘a change of
mind and heart’.

From a health perspective, such a future can possibly be described as an
‘Age of sustained health’ [22]. Economic growth will stay within social and
ecological limits. In order to enhance physical, mental, spiritual and social
well-being, policies will focus on the wide-range of health determinants,
social participation, social justice, and the sustainable use of the environ-
ment. Investments in social services will lead to a sharp reduction in lifestyle
related diseases, and most environment-related infectious diseases will be
eradicated. Health policies will be designed to improve the health status of a
population in such a way that the health of future generations is not com-
promised, for example, by the depletion of resources needed by future gen-
erations. Although there is only a minimal chance that infectious diseases
will emerge, improved worldwide surveillance and monitoring systems will
properly manage any outbreak. Health systems will be well adjusted to the
ageing world population. Furthermore, disparities in health between rich
and poor countries will eventually disappear. This picture of future health is
in line with Omran’s vision of future health described as ‘quality of life, equi-
ty, development, and social justice for all’ [18], which takes a holistic view of
health in the context of human well-being and human rights.



6.1. Future Health in A1

In scenario A1, economic growth, technological developments and
globalization play a central role. This scenario describes decreasing mor-
tality and increasing life expectancy due to economic growth. Global pop-
ulation will peak in mid-century and decline thereafter due to a rapid
worldwide demographic transition. Societies will emphasize the health
needs of an ageing population. Although economic development will con-
tribute to improvements in social conditions, the focus on economic
growth may lead to the ‘social exclusion’ of some communities. Relative
income disparities will decrease, but absolute differences will remain large.
Additionally, income growth will put pressure on (global) resources, lead-
ing to ecological degradation. Market-based and technological approaches
will be the common response to environmental problems. 

From a health perspective, this scenario might see a divergence
between the developed world and parts of the developing world. In devel-
oped countries, increasing wealth, technology, and improvements in
healthcare will offset most of the emerging health risks. At least in the
short-to-medium term, material advances, allied with improving social con-
ditions, will lead to gains in overall population health. As a result, the rich-
est populations may experience particularly pronounced health improve-
ments as they advance to the ‘Age of medical technology’. Although the
poorer countries will experience economic growth and subsequent health
improvements, leading to increased life expectancy and increasing preva-
lence of chronic diseases, absolute income differences will remain. Poorer
countries will not advance to the ‘Age of medical technology’ because they
will not have sufficient means to finance wide-scale use of newly developed
technologies (despite the diffusion of technological knowledge). As a result
they will not be able to achieve the same level of health care as the devel-
oped countries, and they will experience more difficulties averting the neg-
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ative health impacts of increasing environmental pressures (e.g., water
scarcity). Consequently, there may also be resurgence of old diseases and an
increase in new infections. The developing world will likely experience an
increase in both chronic and infectious diseases (‘Age of chronic dis-
ease’/‘Age of emerging infectious diseases’).

6.2. Future Health in A2

In scenario A2, health to a large extent is left to individual choice and
not public policy. In comparison to scenario A1, economic development
is moderate. The greatest economic growth will take place in the devel-
oped regions, and technological advances will benefit only rich countries
due to limited diffusion of knowledge. Developed countries will increas-
ingly invest in better welfare. Globally, however, the gains in health
brought about by economic development and technology will be partly
offset by environmental problems and the exacerbation of the income gap
between and within countries. Although most developed countries will be
able to partially counteract the threat of emerging infectious diseases by
increasing investment in public health and medical care (slowly advanc-
ing toward the ‘Age of medical technology’), the proportion of the total
burden of disease that is due to infectious disease will increase. This will
be the result of population growth and ecological degradation combined
with only moderate economic growth and ‘leaner’ governments. The situ-
ation will be fragile, and in some developed countries the risk of infec-
tious disease may rise considerably, creating the potential for these coun-
tries to fall back into the ‘Age of emerging infectious diseases’. 

In developing countries, levels of health and welfare spending will either
remain the same or decline. In poor countries, current barriers to the con-
trol of major diseases such as malaria will likely persist, and the importance
of adequate water and food supplies will increase, as population growth
remains high and environmental degradation increases. This combination
of limited economic resources, high population growth, and increasing pres-
sure on the local and global environments will increase the prevalence of
infectious diseases, leading to the ‘Age of emerging infectious diseases’.

6.3. Future Health in B1

A central element of scenario B1 is a high level of environmental and
social consciousness, combined with a global approach to sustainable devel-
opment. In the developed world, mortality will decline and life expectancy



will increase as a result of improved social infrastructure and institutions,
economic growth, dematerialization, and investments that decrease pres-
sure on ecological systems via the sustained management of resources. An
extensive welfare net will prevent poverty-based social exclusion. Although
the average age of the population will increase due to the rapid worldwide
demographic transition, healthcare systems will probably be well adjusted
to an older population. Under this scenario, developed countries may well
complete the transition toward the ‘Age of sustained health’.

Thanks to transfers of knowledge and technology, declining national
debts, low population growth, increasing education levels, and decreasing
social and environmental pressures, the developing world will pass through
the ‘Age of receding pandemics’. Although some countries will arrive at the
‘Age of chronic diseases’ (i.e., the stage at which the developed world finds
itself today), the global approach toward sustainability will enable most of
them to skip this stage and move toward the ‘Age of sustained health’.

6.4. Future Health in B2

The scenario B2 is characterized by an increasing concern for envi-
ronmental and social sustainability in a heterogeneous world.
Governments primarily concentrate on community- and policy-based
solutions to environmental and health problems. Most governments will
increase public spending, including public health spending.
Environmentally aware citizens will exercise a growing influence on
national and local policy. There will be a shift to regional and local deci-
sion-making, with a high priority given to human welfare, equality and
environmental protection. Education and welfare programs will be wide-
ly pursued, reducing mortality and fertility. Nonetheless, in this differen-
tiated world, social and environmental progress will be relatively slow
and will vary across regions and countries. Increased expenditure on
‘health’ and ‘environment’ will be implemented first in richer countries,
and it will take time for developing countries to follow. 

In this scenario, developing countries may experience an increase in
life expectancy and chronic diseases (moving slowly to the ‘Age of chron-
ic diseases’) and some may eventually also achieve technological progress
on their own. However, due to the slow pace of change, the developing
world will not make any significant progress toward true sustainable soci-
eties within the given timeframe. For developed countries, the situation
will be more robust than in A2; they will slowly start to advance toward
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the ‘Age of sustained health’, possibly via the ‘Age of medical technology’.
But the transition toward sustainability will be far from complete, and
whether developed countries will ever be able to achieve sustained health
beyond the timeframe of the scenario will probably depend on further
health developments in current developing countries. It is important to
note that this scenario incorporates a lack of global governance, which
might cause difficulties in solving global problems. If, for example, severe
global environmental changes were to occur, the improvements in health
might be adversely affected, or even be reversed.

7. LINKING THE GEO3-SCENARIOS TO HEALTH

The GEO-3 scenario exercise developed four archetype views of the
future up to the year 2032 [8]: Markets First (MF), Policy First (PF),
Security First (SeF) and Sustainability First (SuF). These scenarios
describe possible futures based on anticipated developments in demogra-
phy, economic development, human development, science and technolo-
gy, governance, culture, and environment. See also Table 4.

7.1. Future Health in Markets First 

Markets First describes the continuation of economic growth and glob-
alization. Environmental and social issues are valued as important, but do
not have the highest priority, and governments primarily rely on market-
based and technological solutions. In this scenario, however, technological

TABLE 4. THE GEO3-scenarios [8].



innovation will not be able to keep pace with economic development and
population growth. As a result, increases in social problems and environ-
mental degradation will continue. Human health will be negatively affect-
ed by ongoing population growth (especially in the developing world), high
migration pressures, regional conflicts (e.g., in Africa), the ongoing AIDS
pandemic, pressures on food and water, losses in biodiversity, pollution and
climate change. There will be, however, improvements in medical technol-
ogy and health care. Although the developing world will participate in the
global market, inequity and poverty will persist. 

Growing environmental and social health pressures combined with
serious economic troubles will cause developing countries to have a diffi-
cult time reaching the ‘Age of chronic diseases’. They will slowly be over-
whelmed by the accumulation of social, environmental and economic
problems and gradually shift into the ‘Age of emerging infectious dis-
eases’. The developed countries, on the other hand, will continue as they
are now; using economic and technological means to avert negative
health impacts. They will advance to the ‘Age of medical technology’.
However, as pressures on health continue to increase and the migration
from South to North facilitates the spread of infectious diseases, devel-
oped countries will have to keep in mind that there is a considerable risk
of falling into the ‘Age of emerging infectious diseases’.

7.2. Future Health in Policy First

In the Policy First scenario, sustainable development becomes the
cornerstone of political agendas. This future is, however, also character-
ized by slow progress and mixed results of policy measures. There will be
advances in education, reduction of extreme poverty, improvement in
environmental quality and slowed population growth. However, progress
in food and water availability will not be able to keep pace with the
increasing demand, especially in developing countries. Other problems
will remain or possibly increase: inequity (although efforts will be made
to lower foreign debts and stimulate development in developing coun-
tries), regional conflicts, and climate change. In this scenario, there will
be some progress toward sustainability, but a lot of work will still have to
be done. The scenario itself describes improvements in infant and child
mortality.

In this future, the developed countries will be in the process of shift-
ing toward the ‘Age of sustained health’, but within the timeframe of the
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scenario they will have not reached the completion of this transition to a
considerable degree. Whether they will ever achieve sustained health will
strongly depend on the health developments in the current developing
world. The developing countries will not benefit as much from the
described improvements as will the developed world, due to persistent
inequity. They will probably advance to the ‘Age of chronic diseases’, but
it is unclear whether they will ever be able to progress toward the ‘Age of
sustained health’.

7.3. Future Health in Security First

The main characteristic of the Security First scenario is the enormous
increase in the income gap. In this ‘future of inequity’, the poor will
inevitably be the first victims of the adverse effects of the numerous and
growing pressures on population health. These pressures will include
increasing resource problems (e.g., food and water scarcity), environ-
mental degradation, (political) conflicts and tensions, migration, popula-
tion growth, lack of education, inadequate healthcare, the continuing
AIDS pandemic and climate change. The scenario also describes the
resurgence of old diseases and the emergence of new diseases, relatively
slow technological progress that only benefits the rich, low priority for
social problems, and stagnant economies.

Society will find itself in a downward spiral and the poorest countries
will not be able to advance to ‘Age of chronic diseases’. Social, environ-
mental and economic pressures will lead them to the ‘Age of emerging
infectious diseases’ very rapidly. The rich will be able to avert negative
health impacts, at least in the short-to-medium term. They will live sepa-
rately from the poor in (metaphorical) fortresses, where they will be (tem-
porarily) protected against environmental and social problems and where
they will have access to proper health care and medical technology. At
first, the developed world will be able to continue in the ‘Age of chronic
diseases’ or even advance to the ‘Age of medical technology’. But because
the situation for the rich is less robust than in the Markets First scenario,
the proportion of the total burden of disease comprising communicable
diseases will grow. It is only a question of how long it will take for the rich
countries to eventually shift completely into the ‘Age of emerging infec-
tious diseases’ as the social, environmental and economic pressures from
the outside increase.



7.4. Future Health in Sustainability First

In the Sustainability First scenario, people embrace a new sustain-
ability paradigm. Social issues (including health) and environmental
quality have high priority, policy measures have strong results, and grad-
ual economic growth occurs within the limits of sustainable develop-
ment. This scenario describes a successful transition toward sustainabil-
ity that results in great reductions in the pressures on population health,
stabilization of population at moderate levels, increasing education lev-
els, reductions in conflicts and tensions, increasing environmental quali-
ty, sufficient water, and sufficient food. It is also characterized by a clos-
ing gap between rich and poor, and deliberate efforts to reduce child mor-
tality and to increase life expectancy.

In the future described by the Sustainability First scenario, conditions
will become favorable for both the developed countries and the develop-
ing world to reach the ‘Age of sustained health’. It is even possible that the
current developing countries will skip the ‘Age of chronic diseases’ and
advance directly to the ‘Age of sustained health’.

8. FUTURE HEALTH IN A GLOBALIZING WORLD

The futures presented by the SRES, and GEO3 scenarios are diverse, and
we must keep in mind that the timeframes of these scenarios differ [15].
However, beneath the diversity in the choice of scenario names and the nar-
rative motivation for each lies a common set of globalization pathways: a
globalizing world with an economic focus, a globalizing world with a focus
on sustainability, and a fragmented world resulting from the retreat of glob-
alization. In addition, each pathway has two main variants (see also Table 5).
– In a globalizing world with an economic focus, the scenarios present

the following options. In the future of GEO3-MF, developing countries
are likely to move slowly toward the ‘Age of emerging infectious dis-
eases’, while the developed world manages to advance to the ‘Age of
medical technology’. SRES-A1, on the other hand, is more optimistic
about the mitigation of social and environmental problems through
global economic and technological developments. These develop-
ments make it possible for developing countries to experience
improvements in health and increased life expectancy, while at the
same time experiencing emerging infectious diseases.  
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– In a globalizing world with a focus on sustainability, as described by
SRES-B1 and GEO3-SuF, both developing and developed countries
are likely to advance to the ‘Age of sustained health’. However, in the
future described by the GEO3-PF scenario, global advances toward
sustainability are slow and the developing countries are not likely to
advance beyond the ‘Age of chronic diseases’. The developed countries
progress toward the ‘Age of sustained health’, but are not able to com-
plete the transition to a sustainable society. 

– The scenarios that unfold a fragmented world, SRES-A2 and GEO3-
SeF, can be related to a future where the developed world is likely to
advance to the ‘Age of medical technology’, but may also experience
an increased risk of infectious disease. The developing countries shift
into the ‘Age of emerging infectious diseases’. In the alternative frag-
mented future presented in SRES-B2 there is some local and slow
progress in achieving sustainability in the developed world, but the
transition is not complete. In developing countries, life expectancy
increases but the pace of health improvements is too slow for a shift
beyond the ‘Age of chronic diseases’. Some developing countries
might achieve modest technological progress by themselves. 

TABLE 5. Future health in a globalizing world: linking the SRES-scenarios and the GEO3-
scenarios to future images of health (adopted from [15, 16]).



9. DISCUSSION

The world around us is becoming more interconnected and complex,
and human health is increasingly perceived as the integrated outcome of
its ecological, socio-cultural, economic and institutional determinants.
The effects of globalization are causing a growing concern for human
health, and the intergenerational equity implied by ‘sustainable develop-
ment’ forces us to consider the right of future generations to a healthy
environment and healthy lives. 

Scenario analyses are useful tools for the exploration of possible health
impacts of different globalization pathways, and can be used to gain
insights with regard to future global health and to support the decision-
making process. An integrated set of global health scenarios could make a
significant contribution to ongoing discussions on the health effects of
globalization, and could stimulate a more integrated approach toward
global health among scientists, governments and other stakeholders. 

Recent research shows that the human health dimension is largely
missing in existing global scenarios [15, 16]. Given that health is widely
regarded as one of the most important aspects of human well-being and an
important component of human security, one might ask why there has been
so little effort to explicitly address human health in the past decade of sce-
nario development. From the point of view of the global scenario commu-
nity, exploring the potential health impacts of global changes poses a diffi-
cult challenge. Health is an integrated bottom-line outcome, and scenario
builders might hesitate to include such a complex and multi-causal issue
into their studies. From a public health point of view, exploration of these
global, long term and complex risks to human health is far removed from
the tidy examples that abound in textbooks of epidemiology and public
health research. It is difficult to engage epidemiologists and other popula-
tion health scientists in this unfamiliar domain. As a result, health is only
beginning to play a role in global scenario assessments.

There are two main approaches to the development of global health sce-
narios [26]. First, one could develop new integrated health scenarios from
scratch. This would be, of course, very challenging, but it would be possi-
ble to make use of the expertise already available in the scenario commu-
nity. The second approach would build on the outcomes of earlier studies
and would enrich existing global scenarios with a health component. 

This paper describes an initial attempt to follow the second approach,
adding a health dimension to existing global scenarios to explore the

MAUD HUYNEN & PIM MARTENS286



GLOBALIZATION AND HUMAN HEALTH: TOWARD SCENARIOS FOR THE 21st CENTURY 287

health effects of future globalization. It provides useful insights in how to
incorporate health in scenarios and shows that a comprehensive picture
of future health evolves when all relevant socio-cultural, institutional,
economic and environmental developments are taken into account. In
order to connect current scenarios to a more robust analysis of changes
in health outcomes, supplementary analysis is required. For example, an
additional step would be the quantification of narrative storylines
through modeled scenarios and quantitative estimates of relevant indica-
tors such as life expectancy, healthy life expectancy or disease specific
morbidity and mortality rates.

To conclude, the integration of health into global scenario develop-
ment has the potential to be both instructive and exciting. In today’s era
of globalization, global environmental change and the subsequent
increasing concern for present and future human health, the call for good
global health governance becomes stronger and stronger. International
agreements and conventions regarding environment, energy and many
other sustainability issues need to be informed by the most comprehen-
sive information regarding future scenarios and associated model out-
comes – and health should be an integral part of this information.
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EFFECTS OF SOCIAL, ENVIRONMENTAL
AND ECONOMIC FACTORS ON CURRENT

AND FUTURE PATTERNS OF INFECTIOUS DISEASES

DAVID L. HEYMANN

1. INTRODUCTION: MICROBIAL RESILIENCE

Social, environmental and economic factors, linked to a host of human
activities, often accelerate and amplify the natural phenomena that modify
infectious disease patterns in humans. They influence the ease at which
microbes adapt to new environments and hosts, the rapidity with which
they develop resistance to the antimicrobial agents used for treatment, and
the limits to which they spread geographically. Social factors include the
impact of urbanization on sanitation and the water supply; and behaviour –
of health workers as they perform their routine functions – and of the gen-
eral public as they strive to prevent and control the daily threat of infectious
diseases. Environmental factors include naturally occurring variations in
temperature and rainfall, and the impact of economic development on
rivers, forests and agricultural lands; while economic factors include the
level of investments in public health, and patterns in international trade and
travel as globalization of commerce and markets continues to accelerate. 

These factors in turn are influenced by the tools with which public
health systems defend against the infectious disease threat – currently
available vaccines and antibiotics that were ushered in through intensified
research and development that began immediately following World War II;
and technological advances in hygiene and sanitation. Industrialized coun-
tries have greatly benefited from these public health tools. Malaria, for
example, endemic in many industrialized countries in both North America
and Europe, disappeared with insecticides and antimalarial drugs.
Tuberculosis hospitals in Europe and North America emptied as living con-
ditions improved and effective drugs became available that could be used
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to treat those with acute tuberculosis and prevent infection in their con-
tacts. Influenza deaths could be prevented in industrialized countries by
vaccinating elderly populations, and epidemics of diarrhoeal disease
became rare events, limited to foodborne outbreaks when temporary
breaches in sanitation occurred. And one infectious disease, smallpox,
completely disappeared from industrialized countries through routine use
of the smallpox vaccine, and then in the rest of the world after a global
eradication effort [1, 2].

Progress has been more difficult and variable in developing countries,
and has slowed as public health investments made by governments have
decreased. At the same time, the microbes that cause infectious diseases
remain complex, dynamic, and constantly evolving. They reproduce rapid-
ly, mutate frequently, and adapt with relative ease to new environments and
hosts; and they develop resistance to the drugs used to treat them. With
increasing use of antimicrobial drugs, warning signs of microbial resilience
began to appear. By the end of the 1940s resistance of hospital strains of
staphylococcus to penicillin in the United Kingdom were as high as 14%,
and by the end of the 1990s had risen to levels of 95% or greater [3]. In New
York City in the 1990s multidrug-resistant strains of tuberculosis gained
their hold in hospitals, prisons, and homeless populations [4]. At the same
time multidrug-resistant tuberculosis merged in the Russian Federation
and more than doubled in less than seven years, with over 20% of tubercu-
losis patients in prison settings infected with multidrug-resistant strains
[5]. Antimicrobial drugs developed to treat AIDS and other sexually trans-
mitted infections such as gonorrhoea likewise began to lose their efficacy
because of the rapid development of resistance. During this same period,
vaccine development lagged – with no effective vaccines to prevent infec-
tion of many of the major mortality causing infections such as tuberculo-
sis, malaria, and AIDS. And newly emerging infectious diseases such as
severe acute respiratory syndrome (SARS) and avian influenza (H5N1)
have presented new global infectious disease challenges as they spread
from country to country, and continent to continent [6].

2. SOCIAL AND BEHAVIOURAL FACTORS THAT INFLUENCE INFECTIOUS DISEASES

The world’s population more than doubled in the second half of the
20th century, accelerating most rapidly in the developing countries of the
tropics and sub-tropics, where infectious diseases continued to have a hold
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[7]. Rural-urban migration resulted in inadequacy of sanitation, crowded
living conditions and other basic infrastructure associated with population
growth. It thus contributed to the resurgence of many diseases, such as
tuberculosis, cholera, typhoid, and plague, that are transmitted when living
conditions and hygiene are sub-standard, and when overcrowding occurs.
Cholera caused epidemics during the 1990s in parts of Latin America where
it had previously been quiescent for over 100 years. By the 1980s crowded
major urban areas in Africa and South America had experienced a dramat-
ic re-emergence of yellow fever epidemics as the yellow fever virus was
introduced by mosquitoes from rain forests into new and densely populat-
ed urban areas where bednets to protect from mosquito bites were no
longer being used [8,9].

Behaviours such as over or under-prescribing of antibiotics by health
workers, and excessive demand for antibiotics by the general population,
have had a remarkable impact on the selection and survival of resistant
microbes, rapidly increasing levels of microbial resistance. Drug-resistant
microbes have then spread from person to person and geographically, raising
the prospect that common infectious diseases could become prohibitively
expensive or impossible to treat [10]. The bacterial infections which con-
tribute most to human disease are also those in which emerging resistance is
of most concern: diarrhoeal diseases such as dysentery; respiratory tract
infections, including pneumococcal pneumonia and multidrug-resistant
tuberculosis; sexually transmitted infections such as gonorrhoea; and a host
of hospital-acquired infections that are notoriously difficult and expensive to
treat. Among the major infectious diseases, the development of resistance to
drugs commonly used to treat malaria is of particular concern, as is the
emerging resistance to anti-HIV drugs. Most alarming of all are microbes
that have now accumulated resistance genes to virtually all currently avail-
able antimicrobial drugs, such as Staphylococcus aureus and Salmonella
typhi, that now have the potential to cause untreatable infections.

Trends in tourism, with tourists penetrating deep into tropical forests,
often without appropriate protection against insect bites or vaccination,
result in importations of malaria and yellow fever to industrialized coun-
tries [11]. At the same time weak infection control procedures by health
workers have caused the amplification of transmission in outbreaks such
as Ebola to health workers and their contacts in sub-Saharan Africa, and
hepatitis and SARS to health workers and those with whom they have con-
tact in both developing and industrialized countries [12,13].
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3. ENVIRONMENTAL FACTORS THAT INFLUENCE INFECTIOUS DISEASES

Human disturbance and alternation of ecological zones throughout the
world has increased the frequency with which microbes, usually confined to
animals, cross the species barrier to infect humans. Deforestation disrupts
natural habitats of animals, and can force animals, searching for food, into
closer contact with humans. Outbreaks of Lassa fever in West Africa and of
hantavirus in North America have been linked to such phenomena [14,15].
In Latin America, Chagas disease emerged as an important human disease
after deforestation caused the insect that transmits the infection to move
from its wild natural hosts to involve humans and domestic animals in the
transmission cycle, eventually transforming the disease into an urban infec-
tion that can be now also transmitted by blood transfusion [16]. 

Climate extremes, whether involving excessive rainfall or drought, can
likewise displace animal species and bring them into closer contact with
human settlements, or increase vector breeding sites. A 1998 outbreak of
Japanese encephalitis in Papua New Guinea has been linked to extensive
drought, which led to increased mosquito breeding as rivers dried into stag-
nant pools [17]. The Japanese encephalitis virus is now widespread in
Papua New Guinea and threatening to move farther east. 

An outbreak of Rift Valley Fever in Eastern Kenya resulted from flood-
ing related to El Niño. Humans and cattle, forced to live in close proximity
on islands of dry land surrounded by water, facilitated the transfer or the
Rift Valley Fever virus from unvaccinated animals to humans by mosqui-
toes that had increased in numbers because of the abundance of pooled-
water breeding sites [18].

Other examples of how insects that carry infectious diseases have
exploited new opportunities created by environmental degradation and
human behavioural change include epidemics of dengue and yellow fever
that have been fuelled by the adoption of modern consumer habits in urban
areas where discarded household appliances, tyres, plastic food containers
and jars have created abundant artificial mosquito breeding sites. The
Aedes aegypti mosquito is now well established in most, if not all, large
African cities, increasing the risk of explosive urban outbreaks of Dengue
[19]. Similar examples are occurring in Asia where Dengue and Dengue
Haemorrhagic Fever have caused major outbreaks during 2004 in
Indonesia and India [20]. In countries of the former Soviet Union, large
amounts of stagnant water, created by ineffective irrigation schemes, pro-
vided mosquito breeding sites that permitted the re-emergence of malaria
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in the most southern states, where a few incidental and probably imported
cases in Tajikistan in the early 1990s multiplied to almost 20,000 reported
cases in 1998 [21]. Such problems are compounded by the very small num-
ber of new cost-effective chemical pesticides, suitable for public health, that
have been developed in recent years.

Though intensive research has failed to disclose the origins of Marburg
and Ebola haemorrhagic fever outbreaks, microbes causing both diseases
are also thought to be transmitted to humans as they encounter animal
sources somewhere in the transmission cycle [22]. An outbreak of Ebola
haemorrhagic fever in humans in 1995 was linked to a woodsman, who
worked deep within the tropical rainforest making charcoal, and who is
somehow thought to have become infected with the Ebola virus which he
then carried back to his home village and family members, while a Swiss
researcher is thought to have become infected with the Ebola virus while
searching for the cause of a major die out of chimpanzees in a forest reserve
in West Africa [23,24].

The consequences of the environment and interspecies transmission of
microbes are most clearly demonstrated in the case of the influenza virus.
It is thought to be only matter of time until an animal influenza virus cir-
culating in domestic animals, recombines with a human influenza virus,
and causes the next highly lethal influenza pandemic [25]. Intensive farm-
ing practices have placed humans in Asia in close proximity to domestic
animals in densely populated areas. In 1997 in the Hong Kong Special
Administrative Region of China, crowded conditions, and live poultry mar-
kets adjacent to residential areas, facilitated the transmission of a new
avian influenza A virus (subtype H5N1), previously thought confined to
birds. At least 18 humans were infected and six died, raising considerable
alarm [26]. Although human-to-human transmission of the virus was doc-
umented, it was found to be relatively inefficient and uncommon [27]. A re-
emergence of this same virus throughout Asia in late 2003 and 2004 has
resulted in 42 human infections with 30 deaths in Thailand and Vietnam by
1 October 2004, and the continued threat of a global human pandemic [28].

3.1. Economic Factors that Influence Infectious Diseases

With the control of infectious diseases in industrialized counties during
the 20th century came great optimism that infectious diseases were no longer
a health problem. As a result of this optimism financial resources once used
to combat infectious diseases were shifted to non-communicable disease



problems, and there was decreased and insufficient investment during the
last quarter of the 20th century to adapt and use newly developed technolo-
gies for detection, monitoring and responding to infectious diseases [29]. 

In parallel, investment in research and development for new vaccines
and antimicrobial drugs for infectious diseases was shifted to non-commu-
nicable diseases, those that still affected industrialized countries and were
related to lifestyle, aging and environmental hazard. The resultant 10/90
research gap, with less than 10% of public and private funds being placed
into research for infectious diseases such as tuberculosis, diarrhoeal dis-
eases, malaria and AIDS, created a slow down in the development of new
antimicrobial drugs and vaccines [30]. 

With decreased investment came the resurgence of known infectious
diseases in industrialized countries, such as tuberculosis and common sex-
ually transmitted infections such as syphilis and gonorrhoea; and a host of
new infectious diseases such as hepatitis C and AIDS that escaped detection
until they were firmly implanted in human populations [31].

Developing countries, on the other hand, had never accomplished the
same decrease in infectious diseases. In these countries infectious diseases
continued to remain an important cause of sickness, disability and death
throughout the 20th century because of a lack of access to vaccines and
drugs with which to prevent and treat them, and because of weak health
systems that failed to consistently reach populations in need. The resources
that these countries were able to invest in infectious disease control in the
first half of the 20th century, often with the assistance of the colonial pow-
ers, decreased as the millennium progressed, with some of the greatest
decreases occurring in sub-Saharan Africa [32].

Common infectious diseases that are spread directly from person to
person such as tuberculosis continued to cause significant suffering and
death in developing countries because of inequitable distribution of and
curative drugs within developing country health systems, and because of
the continued lack of development of preventive vaccines [33]. Treatment
with partial regimes of tuberculosis drugs because of inconsistent drug sup-
ply to developing country health systems caused an increase in drug-resist-
ant strains that resulted in an increase in cost for treatment because of the
need to use more expensive second line tuberculosis drugs [34].

Infections such as diarrhoeal diseases of children, caused by lack of ade-
quate sanitation and safe water, increased as sanitation systems in major
metropolitan areas failed with increases in urban populations, and those in
rural areas failed to develop. Vaccine preventable diseases such as measles,
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for which access to vaccines was likewise not sustained, remained major
public health problems. Decreased investment in childhood immunization
programmes in Russia and the Ukraine in the early 1990s resulted in epi-
demics of diphtheria in Russia and the Ukraine in the early 1990s [35].

With decreased financial investment in programmes to control infec-
tion-carrying mosquitoes, a resurgence of malaria, dengue and yellow fever
occurred, and mosquitoes then spread to new geographic areas. Following
the deterioration of Aedes aegypti control campaigns during the 1970s,
dengue resurged dramatically, with unprecedented numbers of its haemor-
rhagic form [36]. Prior to 1970, only nine countries had experienced epi-
demics of dengue. By 1998 a dengue pandemic occurred in which 1.2 mil-
lion cases were reported from 56 countries. Since then dengue has contin-
ued to cause major epidemics with the most recent epidemic in 2004 result-
ing in over 60,000 cases and 700 deaths in Indonesia alone [37].

Other infectious diseases such as African trypanosomiasis or sleeping
sickness began to resurge in the 1980s with a decline of most surveillance
and tsetse fly control activities [38]. By the late 1990s, approximately 26%
of mortality in low income countries was directly caused by infectious dis-
eases that continued to circulate among large urban and rural populations.
These low-income countries today represent over 80% of the estimated 14
million deaths caused each year by infectious diseases [39].

Other economic factors are also playing a role in infectious disease pat-
terns throughout the world. Globalization, with a phenomenal growth in
international travel and trade since the 1950s, has greatly increased the
speed with which microbes, incubating in unsuspecting humans, can cross
continents and invade new geographic territories. At the same time
microbes living in insects concealed in cargoes or in the luggage holds and
cabins of jets; in animals traded internationally, or in improperly or non-
processed food and food products can also travel across continents and
internationally. As a result, the threat of epidemic diseases with origins in
one country and spread to others has become a real and constant threat. 

Nothing more clearly demonstrates this global threat than the spread of
AIDS in humans throughout the world during the latter half of the 20th
century. Spreading throughout the world and amplified by unsafe sexual
behaviour, AIDS has had a negative impact on economic development and
healthy population growth. In 1999, the lower figure in the world life
expectancy range, which had seen a steady increase in previous decades,
declined to 33.2 years, just above the 33 years seen in 1949, largely due to
the emergence and spread of HIV [40]. In recent years, every continent has
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experienced an unexpected outbreak of some infectious disease directly
related to increased travel and trade, the most recent having been severe
acute respiratory syndrome (SARS) [41].

Advances in food production and storage technology, coupled with the
globalization of markets, have resulted in a food chain that is unprece-
dented in its length and complexity, thus creating an efficient vehicle for
microbes to spread to new areas and susceptible hosts. Tracing the origin
of all ingredients in a meal has become virtually impossible, constituting an
enormous challenge for the control of foodborne diseases [42]. Medical
advances in such areas as blood transfusion, organ transplantation and
other sophisticated surgical procedures, and the development of intensive
care units have likewise opened new opportunities for the microbial world,
creating ideal conditions for in-hospital transmission of infectious agents
to new, atypical hosts [43].

In the late 1990s infections such as West Nile fever, that arrived in North
America through the introduction of a single virus, and Rift Valley fever
that arrived in the Arabian peninsula in infected livestock, have become
endemic in these new geographic areas, adding to the infectious disease
burden [44,45,46]. Once established on new continents, emerging or re-
emerging infectious diseases change the dynamics in local infectious dis-
ease patterns change. 

The universal nature of the microbial threat, with agents of disease,
including drug resistant forms, passing undetected across increasingly
porous borders, has placed all nations on an equally vulnerable footing.
Economic prosperity has produced a world that is interconnected in mat-
ters of economics and trade, with the result that health has become both a
domestic issue, and an issue with foreign policy considerations as well [47].

4. FUTURE PATTERNS OF INFECTIOUS DISEASES

Social, environmental and economic factors; the availability of antimi-
crobial drugs and vaccines; and the resilience and natural selection and
evolution of the microbial world will continue to have an impact on future
patterns of infectious diseases. Water and sanitation systems will be chal-
lenged as populations continue to move to urban areas in search of work
and economic betterment, with continued endemic and epidemic trans-
mission of intestinal infections and diarrhoeal disease. Behaviour of health
workers and the general population will continue to play an important role
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in transmission of infectious diseases, and in development of antimicrobial
resistance. Continued lack of vaccines for many of the major infectious dis-
eases will dampen progress in prevention, while continued alterations in
temperature and rainfall, and human impact on agricultural lands, forests
and rivers will in some instances increase the number of insect vectors and
alter the geographic distribution of animal hosts, leading to the emergence
of new human infections and/or re-emergence of those that are known. 

Underlying all these factors is the current acceleration in globalization,
increasing the risk that infections in one country spread internationally in
humans, insects, animals or food – thus raising infectious diseases higher
on the agenda of human security. And finally, with continued inequitable
distribution of the vaccines, medicines and goods available now to prevent,
treat and control infectious diseases, coupled with weak public health deliv-
ery systems in developing and low income countries a disproportionate
burden of human suffering and death from infections diseases will contin-
ue to occur in developing countries. 

Public-private partnerships are currently addressing some of the needs
to modify these future patterns of infectious diseases. The global Alliance
for Vaccines and Immunizations provides financial support to accelerate
the development of new vaccines needed primarily in developing countries,
and has strategic and financial mechanisms for ensuring that new vaccines,
when available, are supplied to developing countries in the highest quality
and at the lowest possible price. Another public-private partnership, the
Global Fund to Fight AIDS, Tuberculosis and Malaria, helps countries
address complex and pressing problems that include supplies of medicines
and other goods, weak health infrastructure, poorly trained personnel and
weak delivery systems. Other public/private partnerships are addressing
diseases such as leprosy, lymphatic filariasis and polio, the latter a disease
that is targeted for eradication sometime during 2005 [48].

At the same time, with the continued evolution of antimicrobial resist-
ance, our armamentarium for infectious disease control requires continued
and increased investment for new antimicrobial drugs and for vaccines. For
new antimicrobial agents and vaccines, even if the pharmaceutical industry
were to step up efforts to develop new drugs immediately, current trends
suggest that some diseases may have very few and, in some instances, no
effective therapies within the next ten years [49]. Moreover, if current trends
continue, many important medical and surgical procedures, including can-
cer chemotherapy, bone marrow and organ transplantation, and hip and
other joint replacements, could no longer be undertaken out of fear that the



associated compromise of immune function might place patients at risk of
acquiring a difficult to treat and ultimately fatal infection. Opportunistic
infections in AIDS patients would likewise become an especially difficult
challenge, and the choice of antimicrobial drugs for most infectious diseases
would be severely limited. In research for new drugs, as well as that for vac-
cines, the challenge is to apply the genomic information and knowledge that
has become available to tailor make the medicines and vaccines needed. 

To minimize the impact of emerging and re-emerging infectious dis-
eases, increased investment in national pubic health infrastructure is
required in order to detect early and rapidly respond to infectious diseases
outbreaks, as well as long-term programmes to modify or remove the fac-
tors that facilitate emergence. Likewise there is a need for an international
safety net of global surveillance with a response mechanism should dis-
eases begin to travel internationally. Recently a global partnership, sup-
ported by several new mechanisms and a computer-driven tool for real time
gathering of disease intelligence, has been developed to detect and respond
to infectious diseases of international importance [50].

Related to the emerging and re-emerging infectious diseases is a new
infectious disease threat that dominates public health thinking and poli-
cies in some industrialized countries – that of deliberately-caused infec-
tious disease outbreaks. Following the deliberate dissemination of
anthrax spores through the US postal system in 2001, questions concern-
ing the deliberate use of biological or chemical weapons have been raised
with great urgency. The prospect of introduction of an infectious disease
to non-immune populations that could cause severe illness and death has
now become a stark reality. 

Infectious diseases have caused human suffering, illness and death
since Biblical times, and before. The threats posed by infectious diseases
are today being amplified by social, economic and environmental factors
that accelerate the natural phenomena that modify infectious disease pat-
terns. Global recognition and partnership are required to keep them at bay. 
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EPIDEMICS AND ECONOMICS1

DAVID E. BLOOM & DAVID CANNING

Introduction

Principiis obsta; sero medicina paratur cum mala per longas convaluere moras.
‘Stop it at the start; it is late for medicine to be prepared when disease has grown

strong through long delays’.
(Ovid, around 17 AD)

The association between health and wealth is well established. Rich
countries tend to have healthier populations than poor countries. Figure 1
(see page 419) shows that life expectancy, a commonly used summary
measure of a population’s health, increases sharply as income per capita
rises among poorer countries and continues to rise, though at a much
slower rate, as countries become wealthier. Between 1995 and 2000, life
expectancy at birth in the world’s least developed countries was 51 years.
In other low-income countries it was 59 years, in middle-income coun-
tries 70 years, and in high-income countries 78 years.2 For decades, it was
thought that the causality ran in only one direction – as incomes rose,
health improved. Recent years, however, have seen increased attention
paid to assessing the reverse effects, as health has come to be seen as a
key driver of economic development. 

1 Larry Rosenberg and Mark Weston provided extremely helpful assistance in the
preparation of this paper. Marcella Alsan, Till Baernighausen, Elizabeth Brainerd, David
Heymann, Maureen Lewis, Marc Lipsitch, Tony McMichael, Darren Morris, Andrew
Noymer, Josh Salomon, Kate Taylor, and John Tharakan provided very useful comments.
The authors are also grateful to the workshop participants for helpful comments. 

2 Commission on Macroeconomics and Health (2001), Macroeconomics and Health:
Investing in Health for Economic Development, Geneva: World Health Organisation.
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This paper discusses the links between infectious disease epidemics
and income and asks how these links are affected by changing global cir-
cumstances.3 At the outset we must recognize that there is considerable
heterogeneity among infectious diseases that have the potential to
become epidemics – in terms of transmission; latency; prevention, treat-
ment, and care; and their short- and long-term economic effects.
Regarding transmission, for example, poverty has a greater influence in
some diseases than in others. Because of the wide range of characteristics
that distinguish some epidemic diseases from others, detailed considera-
tion of specific diseases is beyond the scope of the paper.

Part 1 of the paper looks at the mechanisms through which health
affects wealth and vice versa. It then looks at how epidemics and pan-
demics in particular interact with economic development. Part 2 discuss-
es the challenges facing those attempting to respond to epidemics. Part 3
offers some ideas for overcoming the challenges, while the final section
provides conclusions. 

In brief, this paper argues that epidemics of infectious diseases can
have sizable economic impacts – both in the short and long term – and that
their management and control require investment in national and interna-
tional health systems. When they threaten to erupt, control of epidemics
should be a priority, given the significant human and economic tolls they
inflict. Globally, the long-term vulnerability to epidemics should decrease
as development standards rise, but a more highly interconnected world
may actually promote the occurrence of infectious disease epidemics.4

3 The definition of ‘epidemic’ does not technically include malaria, because it is
globally endemic. However, malaria is tempo-spatially epidemic and is therefore includ-
ed in the scope of this paper. On the other hand, we do not address ‘deliberate’ epidemics
(e.g., ones that may be caused by bioterrorism), although many of the arguments made
herein apply to those as well. We discuss some of the differences between epidemic, pan-
demic, and endemic diseases below.

4 The spread of SARS and HIV are cases in point. Still, not every new disease is like-
ly to spread wildly, and those arising in very isolated areas do not necessarily pose near-
term threats to the industrialized world.
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PART 1: HEALTH AND WEALTH

Wealth as a Determinant of Health

‘Health is the first wealth’ 
(Ralph Waldo Emerson, The Conduct of Life, 1860).

The view that higher incomes lead to better health stems from sever-
al mechanisms. Within a population, wealthier individuals can afford the
essential products necessary for a healthy life: sufficient, nutritious food,
adequate housing, clean water, and quality health care. They also enjoy
better access to information and therefore have more knowledge of how
to foster and maintain one’s health. The wealthy have a stronger influence
with policymakers than the poor, so their demands for improvements in
health services are more likely to be acted upon. Wealthier countries and
their residents, moreover, have greater strengths in education, ability to
develop and buy medicines and other health technologies, training and
paying doctors and nurses, building and maintaining hospitals and clin-
ics, minimizing nosocomial infections (although recent reports empha-
size the extent to which these are still a problem in developed countries),
providing water and sanitation facilities, (often) using less noxious ener-
gy sources, and implementing comprehensive public health campaigns.5

The empirical literature, however, is mixed with respect to the link
that runs from average income to population health. Lant Pritchett and
Lawrence Summers have found that differences in income growth
account for 40% of the difference in mortality rate reductions between
countries.6 Angus Deaton, however, finds that ‘gains in life expectancy
have been only weakly correlated with growth rates’.7 Mortality has
declined as incomes have risen, but it has also fallen (at least until the
advent of HIV/AIDS) in countries that have remained poor. Some poor
countries and regions, notably Cuba and the state of Kerala in India, have
first-rate health systems and healthy populations. Some rich countries,
on the other hand, have pockets of ill health (poor communities in the US

5 All of this said, we note that population aging in wealthy countries is one factor
that will make them more vulnerable to epidemics.

6 Pritchett, Lant, and Lawrence H. Summers (1996), Wealthier is Healthier, Journal
of Human Resources, 31 (4): 842-68.

7 Deaton, Angus (2004), Health in an Age of Globalization, NBER Working Paper No.
w10669, August.



and the OECD, and indigenous populations in the US and Australia, for
example).8 Improving economic conditions can lead to better health, if
governments and societies mobilize to bring it about, but the link is not
assured.9 Other factors that may affect population health at a given level
of income are the distribution of income10 and the level and distribution
of health spending and the organization of the health system.11

Health as a Determinant of Wealth

There are a number of mechanisms through which population health
can increase or decrease per capita income. First, health can affect income
via its intermediate effect on education. Healthy children are less likely to
suffer from impaired cognitive development and better able to attend
school regularly.12 Their parents are more likely to invest in their education
if they are confident their offspring will live long enough to benefit from it.
Better-educated children, in turn, have greater potential to contribute to a
country’s economic development when they reach working age. 

Second, good health boosts labor productivity. As with schoolchild-
ren, healthier workers attend work more often and are more mentally
alert and physically energetic. This effect is particularly important in poor
countries, where, unlike in developed countries, people whose sickness

8 Sen, Amartya (1993), The Economics of Life and Death, Scientific American,
268(5): 40-47.

9 Moreover, developed countries often experience poor health and even epidemics,
such as obesity, that are based on behavior.

10 Kennedy, Bruce P., Ichiro Kawachi, and Deborah Prothrow-Stith (1996), Income
Distribution and Mortality: Cross-Sectional Ecological Study of the Robin Hood Index
in the United States, British Medical Journal, 312: 1004-1007; Wilkinson R.G. (1996),
Unhealthy Societies. The Afflictions of Inequality, London: Routledge. 

11 Anand, Sudhir, and Martin Ravallion (1993), Human Development in Poor
Countries: On the Role of Private Incomes and Public Services, Journal of Economic
Perspectives, 7:133-50; Anand, Sudhir, and Till Bärnighausen (2004), Human Resources
and Health Outcomes: Cross-Country Econometric Study, The Lancet, 364 (30 October)
1603-09. 

12 Leslie, J. and Dean Jamison (1990), Health and Nutrition Considerations in
Educational Planning: The Cost and Effectiveness of School-Based Interventions, Food
and Nutrition Bulletin, 12: 204-215; Bhargava, Alok (2001), Nutrition, Health, and
Economic Development: Some Policy Priorities, World Health Organization,
Commission on Macroeconomics and Health, CMH Working Paper Series, Paper No.
WG1: 14. Available at http://www.cmhealth.org/docs/wg1_paper14.pdf
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impedes their ability to do manual labor, often lose what may be their
only major resource. Healthier communities, too, mean that workers take
less time off to care for sick relatives. 

Third, good health promotes saving and investment, which are impor-
tant drivers of economic growth. As life expectancy increases, saving for
retirement becomes a more rational decision for individuals.13 Retirement
savings translate into funds available for investment. In addition, healthy,
productive workforces are more likely to attract foreign investment than
sick populations.

Fourth, health improvements will have both transitional and perma-
nent effects on a country’s population age structure, with potentially huge
impacts on economic development. As health advances begin to reduce
infant and child mortality, the number of children surviving to adulthood
increases. Either rapidly or over a longer period of time, parents realize
they need to bear fewer offspring in order to attain their desired family
size, thus prompting a decline in fertility rates. This effect is typically but-
tressed by rising levels of female education and labor market opportuni-
ties that reduce desired fertility. Fertility levels also fall in response to the
provision of family planning services,14 and knowledge about family plan-
ning options may increase with access to cultural influences from outside
the local community, such as relevant public service announcements15

and docudramas16 on television. The cohort of children born after mor-
tality rates fall and before fertility rates decline is larger than both the pre-
ceding and succeeding cohorts – often known as a ‘baby boom’ genera-
tion. A baby boom cohort has the potential, when it reaches adulthood, to
swell the workforce, and provide a boost to a nation’s economic produc-

13 Bloom, David, David Canning, and Bryan Graham (2003), Longevity and Life
Cycle Savings, Scandinavian Journal of Economics, 2003 (Vol. 105, No. 3): 319-338.

14 Schultz, T. Paul (1997), The Demand for Children in Low Income Countries,
Handbook of Population and Family Economics, Vol. 1A, Chapter 8, (eds.) M.R.
Rosenzweig and O. Stark, Amsterdam: North-Holland Publishing.

15 Hegazi, Sahar, Suzan Kelini, and Gihan Rashti (2002), Family planning TV spots
in Egypt: Did they change knowledge, attitudes and practices of women in slum areas in
Cairo?, Abstract #38946 of November 11 presentation at annual meeting of American
Public Health Association. Available at: http://apha.confex.com/apha/130am/techpro-
gram/paper_38946.htm

16 Relevant experience in Bangladesh is documented at http://www.jhuccp.org/pubs/
ci/7/index.shtml



tivity.17 The aforementioned fertility decline implies these economic gains
will not be encumbered by having to support a large number of children.

East Asia appears to have benefited greatly from the effects of its baby
boom. Mortality in the region declined sharply during the period of the
baby boom, likely the result of improvements in sanitation and the intro-
duction of antibiotics and DDT.18 Eventually, fertility rates followed and
when the baby boomers reached working age, aided by strong education
systems and flexible labor market policies that encouraged job creation,
they gave a huge boost to East Asian economies. It has been estimated
that this ‘demographic dividend’ accounted for one third of the region’s
spectacular economic growth between 1965 and 1990.19

The links between health and wealth are often mutually reinforcing. In
East Asia for example, a virtuous spiral was created whereby health
improvements catalyzed the baby boom generation and boosted economic

17 The economic boost that demographic change can thus provide depends on a coun-
try’s ability to employ its large cohort of working-age people. Policies that lead to such
employment are therefore crucial. Numerous countries have failed to capitalize on the
potential dividend that demographic change made available. And since this dividend most
often arises from declines in mortality and fertility, it creates opportunities during a spe-
cific period of time for economic growth in a given population. Whether these opportuni-
ties spill over into an increased economic growth rate in the longer term is unknown.

18 In the West, however, the decline in mortality from infectious diseases predated the
introduction of antibiotics and vaccines. See T. McKeown, The Role of Medicine: Dream,
Mirage, or Nemesis, Princeton: Princeton University Press, 1980, or Armstrong G.L., Conn
L.A., Pinner R.W., Trends in infectious disease mortality in the United States during the
20th century, Journal of the American Medical Association, 1999 Jan 6;281(1):61-6. For fur-
ther discussion of this issue, see David M. Cutler, Angus S. Deaton, Adriana Lleras-Muney,
The Determinants of Mortality, NBER Working Paper No. 11963, January 2006, which finds
that the application of scientific advances is ‘the ultimate determinant of health’. In
explaining mortality differences across countries, Samuel Preston stresses the importance
of ‘medical and public health factors’ in The Changing Relation between Mortality and
Level of Economic Development, Population Studies, Vol. 29, No. 2. (Jul., 1975), pp. 231-
248. See also, Easterlin, R. (1999), How beneficent is the market? A look at the modern
history of mortality, European Review of Economic History, 3(3): 257-294, for research that
finds that the determinants of mortality decline involve the advent of new institutions and
policy initiatives that build on an understanding of disease.

19 Bloom, David E. and Jeffrey Williamson (1998), Demographic Transitions and
Economic Miracles in Emerging Asia, World Bank Economic Review; Bloom, David E.,
David Canning, and Pia Malaney (2000), Demographic Change and Economic Growth in
Asia, Population and Development Review, 26: 257-90; Bloom, David E., David Canning,
and Jaypee Sevilla (2002), The Demographic Dividend: A New Perspective on the Economic
Consequences of Population Change, Santa Monica, California: RAND, MR-1274.
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growth. Some of the fruits of this growth were then reinvested in health
care, family planning, and education, which further reduced fertility rates
and lightened the burden the workforce had to support.20 Vicious spirals are
also possible. In Sub-Saharan Africa, the infectious disease burden has con-
tinued to undermine children’s prospects of surviving to adulthood.
Fertility rates have therefore remained high and, instead of concentrating
their resources on one or two children, parents have had to spread their
investments in nutrition, health, and education thinly, thus limiting their
potential for lifting the family out of poverty. The loss of workdays and sell-
ing of assets to pay for health care not only impoverishes poor families fur-
ther, but also makes it more difficult to cope with future health shocks.
Ruger et al.21 detail, for example, the high cost of outpatient visits by the
poor in China, and cite Liu et al.22 to the effect that ‘high health expendi-
tures were a major cause of poverty in rural areas [in China]’.

Finally, and turning specifically to recent epidemics: Health scares
may deter both investors and tourists from a country, as the recent SARS
epidemic in China and Southeast Asia demonstrated. Foreign direct
investment (FDI) in Hong Kong at the height of the crisis fell by 62% in
one quarter.23 These observations jibe with the finding of Alsan, Bloom,
and Canning (2006) that FDI into low- and middle-income countries
grows by 9% for every one-year increase in life expectancy.24

Health, then, can have strong effects on economic growth. Bloom,
Canning, and Sevilla (2004) have found that each additional year of life

20 Bloom, David E. and David Canning (2001), Demographic Change and Economic
Growth: The Role of Cumulative Causality. In: Nancy Birdsall, Allen C. Kelley, and
Stephen Sinding (eds.), Population Matters: Demographic Change, Economic Growth,
and Poverty in the Developing World, New York: Oxford University Press, 2001.

21 Ruger, Jennifer Prah, Dean Jamison, David Bloom, and David Canning (2006),
Health and the Economy. In: Michael H. Merson, Robert E. Black, and Anne J. Mills
(eds.), International Public Health: Diseases, Programs, Systems and Policies, Sudbury,
MA: Jones and Bartlett Publishers, 601-647.

22 Liu, Y., S. Hu, W. Fu, and W.C. Hsiao (1998), Is community financing necessary
and feasible for rural China?. In: M.L. Barer, T.E. Getzen, and G.L.Stoddart (eds.),
Health, health care and health economics: Perspectives on distribution, New York: John
Wiley & Sons.

23 Tam, J. (2003), SARS slashes FDI inflows by 62 per cent, The Standard: Greater
China’s Business Newspaper, 1 October.

24 Alsan, Marcella, David E. Bloom, and David Canning (2006), The Effect of
Population Health on Foreign Direct Investment Inflows to Low- and Middle-Income
Countries, World Development, April, 2006 (Vol. 34, No. 4), forthcoming.



expectancy raises per capita GDP by 4%.25 GDP per capita does not pro-
vide a full picture of the economic impacts of improved health, however,
since health improvements, by reducing mortality, boost population size
as well as productivity. Health reversals, conversely, reduce population
size. When the value of the extra lives that result from health improve-
ments is taken into account, the effect of health improvements on
economies will be much greater than the effect on per capita GDP alone.26

In addition, GDP per capita, since it is an average, does not account for
the greater economic benefits that may accrue to the poor, as compared
to the rich, when population health improves.

The foregoing arguments are germane to showing a causal link from
health to prosperity, but much research remains to be done. Efforts to
assess and quantify these links are severely hampered by lack of data (in
the cases of plague and influenza) or by reverse causality between GDP
and health (in the case of HIV/AIDS).27 Many studies of the economic
impacts of epidemics, such as that of Brainerd and Siegler (2003) and
Bloom and Mahal (1997a), focus on GDP per capita effects, ignoring the
potential for duplicating the longer-term but very significant changes in
education, fertility, and savings rates that may have resulted from the
influenza epidemic.28 In addition, as the SARS case vividly illustrates,
expectations have a very significant role (more than ever), which can lead
to economic effects vastly out of proportion to the number of infected
people. This suggests that one take care not to extrapolate economic
effects on the basis of earlier epidemics, which arose in a far less inte-
grated world. Expectations, however, are only one factor in retrospective-
ly evaluating the response to a budding epidemic. In the face of uncer-
tainty about an agent’s contagiousness, how fatal it is likely to be, and
how it is transmitted, caution makes sense.

25 In principle, this effect is net of the reverse causal effect that runs from higher
income to life expectancy. See Bloom, David E., David Canning and Jaypee Sevilla
(2004), The Effect of Health on Economic Growth: A Production Function Approach,
World Development, January, (Vol. 32), pp. 1-24.

26 Bloom, David E., David Canning and Dean T. Jamison (2004), Health, Wealth, and
Welfare, Finance and Development, March 2004, Vol. 41, No. 1, pp. 10-15.

27 Bloom and Mahal (1997a), op. cit.
28 See, for example, Andrew Noymer and Michel Garenne, The 1918 Influenza

Epidemic’s Effects on Sex Differentials in Mortality in the United States, Population and
Development Review, Volume 26, No. 3, 2000, for a discussion of the demographic effects
of the epidemic.
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In short, the links between health and wealth change over time and
vary in different contexts – the effects of one on the other are not
inevitable and are often unpredictable. Health is, however, clearly an
intrinsic part of the development process. A country’s wealth (and indeed
its health) can often be enhanced by traditional measures such as open-
ing up to trade, promoting exports, restructuring or eliminating ineffi-
cient state-owned enterprises, improving infrastructure, and investing in
education. It can also be enhanced by investments in health. Specific,
cost-effective entry points such as efforts to reduce infant mortality via
vaccines or to improve maternal health via family planning programs
can, by changing a country’s age structure and increasing labor produc-
tivity, have resounding long-term economic effects. Neglect of such
issues, on the other hand, can contribute to economic stagnation or
impoverishment.

Epidemics, Pandemics, and Economic Prosperity 

Epidemic: ‘The occurrence in a community or region of cases of an ill-
ness, specific health-related behaviour, or other health-related events
clearly in excess of normal expectancy. The community or region and the
period in which the cases occur are specified precisely. The number of
cases indicating the presence of an epidemic varies according to the
agent, size, and type of population exposed; previous experience or lack
of exposure to the disease; and time and place of occurrence … Generally,
a disease that exhibits large inter-annual variability can be considered as
epidemic’ (World Health Organization).29

Pandemic: ‘An epidemic occurring over a very wide area (several coun-
tries or continents) and usually affecting a large proportion of the popu-
lation’ (US Centers for Disease Control and Prevention).30

Endemic: ‘The constant presence of a disease or infectious agent with-
in a given geographic area or population group; may also refer to the
usual prevalence of a given disease within such area or group’ (World
Health Organization).31

The subject of this paper is epidemics and their relationship to eco-
nomic outcomes. Since pandemics are simply epidemics spread over a

29 Adapted by WHO from Last J.M., A Dictionary of Epidemiology, 2001.
30 http://www.cdc.gov/excite/library/glossary.htm
31 Adapted by WHO from Last J.M., A Dictionary of Epidemiology, 2001.



wide area, a discussion of the two naturally goes hand in hand. Endemicity,
however, presents a slightly different situation. First, some diseases that are
endemic (such as malaria) periodically cause epidemics, as they break out
into, or become more prevalent in, a specific population. AIDS and tuber-
culosis are also endemic in many areas. Each of these diseases, in part by
virtue of its endemicity, brings with it economic effects that are likely to be
long term and that have been the subject of much consideration. Epidemics
are of a more well-defined time and geographic scope. Their economic
effects are more likely to be short term, although they can also have long-
term economic consequences.

Assessing whether the linkages between epidemics and wealth are
similar to those between general health and wealth is complex. This sec-
tion will ask whether wealth protects against epidemics, and then
whether epidemics affect wealth.

Epidemics – and we limit our discussion here to epidemics of commu-
nicable diseases spread by long-known pathogens – are most likely to arise
and persist under conditions commonly created by poverty.32,33 First, the
spread of infectious diseases often requires close and frequent contact
between individuals. This, in turn, requires either or both of crowded living
conditions and a high level of (preferably rapid) mobility. (Recall Charles
Dickens’ graphic descriptions of the overcrowded and poorly ventilated
housing of the poor and how those conditions abetted the spread of tuber-
culosis). Second, poor sanitation and hygiene allow bacteria, viruses, para-
sites (e.g., worms and amoebae), and the vectors of transmission to thrive.
Third, weak bodies are more easily infected and less able to fight infection;34

32 The spread of the SARS virus in Asia is an example. 
33 As with epidemic diseases, endemic diseases are also often abetted by poverty con-

ditions. Examples include malaria, tuberculosis, schistosomiasis, dengue fever, and hepa-
titis B and C.

34 There is evidence that better nutritional status helps to prevent infection and
more evidence that it helps in fighting infections. See, for example, Scrimshaw N.S.,
SanGiovanni J.P., Synergism of nutrition, infection, and immunity: an overview, Am. J.
Clin. Nutr., 1997 Aug. 66(2):464S-477S; Bhutta Z.A., Bird S.M., Black R.E., Brown K.H.,
Gardner J.M., Hidayat A., Khatun F., Martorell R., Ninh N.X., Penny M.E., Rosado J.L.,
Roy S.K., Ruel M., Sazawal S., Shankar A., Therapeutic effects of oral zinc in acute and
persistent diarrhea in children in developing countries: pooled analysis of randomized
controlled trials, Am. J. Clin. Nutr., 2000 Dec;72(6):1516-22; Fawzi W., Msamanga G.,
Spiegelman D., Hunter D.J., Studies of Vitamins and Minerals and HIV Transmission
and Disease Progression, J. Nutr., 2005 Apr. 135(4):938-44; Villamor E., Fawzi W.W,.
Vitamin A supplementation: implications for morbidity and mortality in children, J.
Infect. Dis., 2000 Sep. 182 Suppl 1:S122-33.
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where populations are malnourished, left weak by other health setbacks, or
have a high proportion of very young or very old members, epidemics have
the potential to thrive. Fourth, epidemics tend to occur where health sys-
tems are weakest and therefore incapable of detecting and responding to
rapidly evolving health threats. Finally, poverty conditions can lead individ-
uals to engage in behaviors that facilitate disease transmission (e.g., sex
workers, or poor Chinese farmers who sell blood in Henan province, who
contract HIV).

Wealth enables people to safeguard themselves against or mitigate the
effects of many of these risk factors. The wealthy generally have less
crowded living space than the poor, greater access to health care, drugs,
and vaccines (and where state provision is weak, they can better afford
private care), better sanitation, and better nutrition. Economic decline,
moreover, often triggers the spread of disease. In Russia in the 1990s, for
example, political and economic stress had severe effects on health sys-
tems. Diphtheria thrived, and there was a resurgence of tuberculosis and
measles. As Figure 2 (see page 419) shows, the share of deaths from infec-
tious diseases is much higher in poor countries than in rich ones.35

The issue of mobility, however, is more complicated. The rich may be
more mobile than the poor, and tourism and business travel can lead to
greater exposure to disease (trade has been a conduit for epidemics since
ancient times, and globalization allows disease-causing microbes to spread
faster and further than previously). The mobility of the poor, on the other
hand, is likely to be more risky. Migration, for example, is a risk factor for
HIV transmission, as male migrants tend to have social anonymity and
cash, and may be lonely when separated from their families, leading them
to seek commercial sex; female migrants are often abused. 

More generally, poor people often move to escape catastrophic events
such as war or environmental disasters, frequently ending up in crowded,
makeshift camps or slums where poor sanitary conditions create an ideal
environment for epidemics such as typhus and cholera. They may also
move to find work. Much of this movement is from rural areas into cities,

35 WHO supplies detailed data online on cause of death for each of 14 region/mor-
tality strata. Infectious diseases are the cause of many deaths. To this number we have
added respiratory infections, which are not included in the former category. For each
region, this sum, divided by total deaths, gives the fraction that appears on the vertical
axis. The source of the data for the horizontal axis is World Bank, World Development
Indicators 2004, online.



and occurs when cities begin to prosper. Friedrich Engels observed the
perils of urbanization in the 19th century: ‘Dirty habits’, he wrote, ‘do no
great harm in the countryside where the population is scattered. On the
other hand, the dangerous situation which develops when such habits are
practiced among the crowded population of big cities must arouse feel-
ings of apprehension and disgust’.36 As well as offering some protection
against epidemics, the changes in living habits (specifically, movement
from rural to urban areas) that accompany increased incomes can also
make epidemics more likely to occur.

The effect of an epidemic disease on the economy is complex and
depends upon many factors. These include what group of individuals is
most at risk for contracting the disease, the natural history of the illness
(e.g., how long the epidemic lasts), and how the disease is transmitted (via
airborne vs. blood-borne pathogen). 

Annual epidemics often reserve their harshest impacts for youth and
the elderly (although this is not necessarily so for pandemics).37 By reduc-
ing dependency ratios, this pattern can have positive impacts on
economies – with fewer non-earners and a reduced number of depend-
ents for those who are earning, per capita income is likely to rise
(although it would be difficult to argue that these income gains offset the
welfare costs of premature deaths associated with the flu). Of course,
when a depleted youth generation enters the workforce, the reduced
number of workers may itself become an economic problem. 

Given the vast trail of death and morbidity left by epidemics, they
obviously diminish human well-being. Even where they affect people of
working age, however, epidemics may not have negative economic
impacts on income per capita. The Black Death, which wiped out an esti-
mated quarter of Western Europe’s population in the 14th century, is
thought by some to have had a positive effect on incomes,38 (which could
have resulted from a reduced number of individuals benefiting from and
building on the same set of fixed assets, including, for example, land and

36 Friedrich Engels (1845), The Condition of the Working-Class in England, Leipzig:
new edition, Stuttgart, 1892.

37 See Simonsen L., Clarke M.J., Schonberger L.B., Arden N.H., Cox N.J., Fukuda K.,
Pandemic versus epidemic influenza mortality: a pattern of changing age distribution,
Journal of Infectious Diseases, 1998 Jul;178(1):53-60.

38 Clive Bell and Maureen Lewis (2004), The economic implications of epidemics old
and new, World Economics, Vol. 5, No. 4, October-December.
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physical capital). Others have concluded that it had little or no effect on
incomes (at least in England and France).39 The 1918 flu epidemic killed
over 40 million people worldwide, but its economic effect in the US was,
if anything, positive.40 By contrast, Bloom and Mahal found no evidence
of a significant effect from that epidemic on output (i.e., acreage sown)
per capita in India.41 When there are deaths, of course, there are welfare
losses. But these are cases where, although the economy may have been
disrupted, there was no long-term negative effect on per-capita income.
These results highlight the fact that many economies are flexible and
resilient, and that people adapt to unforeseen changes. Finally, even
though these epidemics caused many deaths, some of them came and
went quickly, with the possible consequence that the economic disloca-
tions that arise from morbidity, treatment, and transitional social
arrangements did not last long enough to engender a long-term effect, at
least with respect to the measures used in this literature.

Writers on this topic, however, are most often looking only at the eco-
nomic well-being of those who survive. In a high unemployment situa-
tion, total output may not change, since new workers take the place of
those who die (in some instances, however, as when skilled workers die,
there may be clear and negative financial repercussions and output may
fall). Perhaps most typically, GDP per capita may rise, at least initially,
when some people die. Longer-term equilibration may minimize this
effect, however, and overall it is not clear whether GDP per capita is great-
ly affected either positively or negatively.42 Recent research by Mahal,

39 Bloom, David E. and Ajay Mahal (1997a), AIDS, Flu, and the Black Death:
Impacts on Economic Growth and Well-Being. In: David Bloom and Peter Godwin
(eds.), The Economics of HIV and AIDS: The Case of South and South East Asia, New
Delhi: Oxford University Press, 1997, 22-52.

40 Brainerd E. and M. Siegler (2003), The Economic Effects of the 1918 Influenza
Epidemic, No 3791, CEPR Discussion Papers. The authors note that a disproportionate
share of those who died were of working age. They then ‘examine the impact of this
exogenous shock on subsequent economic growth using data on US states for the 1919-
30 period. Controlling for numerous factors including initial income, density, urbaniza-
tion, human capital, climate, the sectoral composition of output, geography, and the
legacy of slavery, the results indicate a large and robust positive effect of the influenza
epidemic on per capita income growth across states during the 1920s’. 

41 Bloom and Mahal (1997a), op. cit.
42 For example, notwithstanding the mixed evidence on the long-term effect of the

Black Death on wages, it is clear from the diaries of plantation owners that the very
short run effect was a substantial elevation of wages. See Hirshleifer, Jack (1987),
Economic Behaviour in Adversity, Chicago: The University of Chicago Press.



however, has uncovered signs that as the AIDS epidemic grows, there may
be negative effects on a country’s GDP per capita.43

If we take the economic value of human life into account, however, it
is clear that epidemics have a high cost. How high, of course, depends on
the economic value one assigns to life. People who die during epidemics,
along with their families, obviously lose out economically. One could,
moreover, add other losses to this if one places an economic value on
intangible impacts such as the lost companionship and love felt by friends
and relatives of the dead. A thorough discussion of valuing the cost of life
appears in Viscusi and Aldy (2003).44

In recent years, some epidemics have had clear negative economic
effects. The HIV/AIDS pandemic too, while not (yet) significantly affect-
ing per capita GDP, has had major effects at the household level, particu-
larly on the poor.45,46 As well as suffering from lost earnings, poor families
hit by AIDS have to draw down savings and sell assets to pay for treat-
ment. Relatives of infected individuals may have to take time off work or
withdraw from school to provide care. A family’s future economic
prospects are thereby further impaired; indeed, even the immediate
spending can be catastrophic to the individual family. The long-term costs
of HIV/AIDS, and in particular the vast scale on which social and eco-
nomic effects are likely to be felt (because of decreased investment in
human capital), are laid out in Bell, Devarajan, Gersbach (2003).47 In
addition, the long latency period of the HIV virus means that the long-

43 Mahal, A. (2004), The economic implications of inertia on HIV/AIDS and the ben-
efits of action, Economic and Political Weekly, 39(10): pp.1049-63.

44 Viscusi, W. Kip, and Joseph E. Aldy (2003), The Value of a Statistical Life: A
Critical Review of Market Estimates Throughout the World, Journal of Risk and
Uncertainty, 27(1): 5-76.

45 Bloom, David and Ajay Mahal (1997b), Does the AIDS Epidemic Threaten
Economic Growth?, Journal of Econometrics, 105-124; Bloom, David E., Ajay Mahal,
Larry Rosenberg, Jaypee Sevilla, David Steven, and Mark Weston (2004), Asia’s
Economies and the Challenge of AIDS, Asian Development Bank. 

46 Although the poor have in general been the most affected segment of society, GDP
can still remain only minimally affected. This is because the total economic output of the
poor is in many instances sufficiently small that decreased output by the poor has only a
small effect on total GDP. In countries in which the poor contribute a sizable share of GDP,
this explanation suffices only if a small percentage of the poor are affected.

47 Bell, C., S. Devarajan, and H. Gersbach (2003), Thinking about the Long-run
Economic Costs of AIDS, World Bank (October) (Draft). Available at http://emlab.berke-
ley.edu/users/webfac/bardhan/e271_f03/thinking.pdf
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term course of the disease is difficult to predict, as are, therefore, the
long-term economic effects.

AIDS may also affect businesses. In a global survey of 8719 firms con-
ducted by the World Economic Forum in 2004,48 business leaders
expressed some concern over the current and future impacts of the pan-
demic on their workforces and other aspects of company operations.49

16% of respondents expected the virus to have serious impacts on their
business. In low-income countries this figure rose to 35%, and in Sub-
Saharan Africa to 45%. Although few firms reported current negative
impacts on productivity, revenues, and medical expenses, in low-income
countries over 1 in 10 respondents had already experienced serious
impacts on each of these aspects of their business. 

AIDS has, in recent years, begun to claim the lives of large numbers
of people, especially in countries that were hit early by the virus. It is pos-
sible – some would say quite likely – that the economic effects will grow
over time, as dwindling working-age populations (which are dispropor-
tionately affected by the disease) have to support burgeoning numbers of
children and orphans and social breakdown becomes a reality. Education
systems have already begun to suffer because of deaths among teachers.
Orphans, in particular, are subject to becoming a particularly uneducat-
ed segment of the next generation. Weakened education systems that in
many instances are already inadequate are likely to impair countries’
efforts to strengthen their economies.

In the past decade, Severe Acute Respiratory Syndrome (SARS) and
Bovine Spongiform Encephalitis (BSE)50 have also had economic
impacts. The panic caused by these diseases led to economic costs that
were disproportionate to the number of cases. Although fewer than a
thousand people died in the 2003 SARS outbreak, for example, tourism
and business in affected areas were hit hard, with some estimates putting
the cost of the virus at over $11 billion.51 The European Association of

48 World Economic Forum Global Health Initiative (2005), Business and HIV/AIDS:
Commitment and Action?, http://www.weforum.org/pdf/Initiatives/GHI_Report_2005_Final.pdf

49 For a review of the previous year’s report, see David E. Bloom, Lakshmi Reddy
Bloom, David Steven, and Mark Weston (2004), Business and HIV/AIDS: Who Me?,
World Economic Forum, Geneva. 

50 BSE is epizootic (i.e., it affects many animals in a certain region and time peri-
od). But its much less prevalent human variant, Creutzfeldt-Jakob disease (CJD), has
provoked widespread fear.

51 Trish Saywell, Geoffrey A. Fowler, Shawn W. Crispin (2003), The Cost of SARS:
$11 Billion and Rising, Far Eastern Economic Review, 24 April.



Animal Production, meanwhile, has estimated that BSE, which has
caused fewer than 200 deaths, has so far cost the 15 European Union
states at least $110 billion.52,53

It appears, then, that the relationship between epidemics and wealth
has many similarities to that between overall health and wealth.
Economic growth is likely to protect populations against health setbacks
and against epidemics (although the examples of BSE and SARS show
that even the richest countries cannot afford to be complacent). Both epi-
demics and other health problems, moreover, can impede economic
development and set off vicious spirals whereby poor health leads to
reduced wealth and makes the task of improving health ever harder. It is
possible, however, that only in cases where epidemics are sustained over
a long time period will the effects on survivors prove harmful at a macro-
economic level (although those who die sustain clear economic losses,
along with their families). Short epidemics may have negative effects on
individual households and firms, but the overall damage to economies
will be less severe. 

It is relevant to note here that, as with epidemics, endemic diseases can
also have major economic consequences. On the individual and family
level, for example, it is clear that malaria’s effects can be economically dev-
astating. And at the macro level, according to the report of the Commission
on Macroeconomics and Health, high malaria prevalence in an area can
reduce economic growth by over 1 percentage point per annum.54

Given time to accumulate, as in the cases of malaria and HIV/AIDS,
micro-level effects may have macro-level consequences. The exceptions to
this are short epidemics that cause large panics. SARS, for example,
wreaked economic havoc not because of the number of cases of the dis-
ease but because of the alarm it provoked and uncertainty about its ease
and routes of transmission. In addition, the chaos caused by SARS was as
severe in Toronto as it was in Beijing and Bangkok, despite the fact that
Toronto had significantly fewer cases.

52 http://europa.eu.int/comm/research/press/2004/pr1805en.cfm
53 $110 billion is roughly 1% of the GDP of the EU. But the $110 billion loss, which

may not have all occurred during one year, is a capital loss, not an income loss. The share
of income lost would be much tinier.

54 Commission on Macroeconomics and Health (2001).
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PART 2: THE CHALLENGE OF EPIDEMICS

Epidemics have afflicted human civilizations for ages. The challenge
they present has not always been met, and many millions have died as epi-
demics have ravaged populations with no effective means of resistance.
Although better sanitation, rapid response measures, and specific medical
advances have given humanity new tools to resist epidemics, the forces of
‘globalization’ have, at the same time, abetted the spread of epidemics. For
example, more frequent international travel facilitates the access of many
pathogens to new populations. Similarly, increased international trade dur-
ing the last couple of decades has meant that disease-causing agents from
one area can more easily find their way to regions that were previously
thought immune to a particular disease. Some have argued that competi-
tive pressures and freer trade have led to export pressures that abet the
spread of infections, as seems to have been true with Bovine Spongiform
Encephalitis, the Nipah virus, and avian flu. Other twentieth-century devel-
opments are also relevant here: massive movement from rural areas to
cities and the accompanying poverty in peri-urban areas makes epidemics
more likely. Global climate change, too, may be affecting the spread of
malaria, dengue fever, and yellow fever. Higher-temperature ocean currents
have been linked to increased cholera rates.55

One of the sources of the panic created by some epidemics (but not all of
them) is their unpredictability, which flows in part from some of the new fac-
tors cited above. This applies as much to their economic impacts as to their
likely transmission speed and direction. As the examples of HIV/AIDS and
SARS show, different epidemics can have widely differing economic effects.

This presents policymakers with two main challenges. First, their
response needs to be swift. Rapid action taken by the global health com-
munity was instrumental in limiting the impacts of SARS. Had the
response been slower and the disease allowed to spread further, its eco-
nomic effects would have been even more catastrophic. In contrast, the
sluggish speed of the reaction to HIV/AIDS in many parts of the world has
greatly increased the virus’s impacts. Second, the response needs to be
flexible. Epidemics can change quickly, forcing decision-makers to act
without complete information. The initial effects of HIV/AIDS, for exam-
ple, were felt by gay communities and injecting drug users in the West.

55 Colwell, R.R. (1996), Global Climate and Infectious Disease: The cholera para-
digm, Science, 274:2025-2031.



Policy-makers were caught off guard when they began to realize that it
was spreading rapidly among heterosexuals in Africa. 

This need for flexibility in policy response applies, of course, to
resource allocation. The costs of less-sudden health problems, such as
chronic disease or mental illness, are relatively easy to forecast and budget
for. The unpredictability of epidemics, however, makes planning for the
effective allocation of human and physical resources difficult. Diverting
funds to counter epidemics may, for instance, temporarily halt progress
made against non-communicable diseases. It may also require health work-
ers to take on new responsibilities for which they are not fully equipped.
The costs of an epidemic, moreover, may change suddenly as it spreads or
is contained. Avoiding waste while ensuring resources are sufficient to tack-
le a disease is a difficult balancing act, particularly for policymakers who
have not previously been confronted with such a threat. This challenge is
all the more difficult because anticipatory investment is required.

Another of the unique challenges posed by epidemics is the require-
ment they impose for people to limit their movement. As long ago as the
14th century, villages afflicted by the plague were cordoned off from the
rest of the society to limit the disease’s spread. In the more recent case of
SARS, travelers were strongly advised by the World Health Organization
not to visit high-risk areas such as southern China, Hong Kong, and even
Toronto. Restricting movement, particularly in a globalizing world, has
serious negative implications for tourism and sometimes for trade, as
well. These impacts will likely be felt more strongly in industrializing or
industrialized countries, where the requirement for movement is greater
than in predominantly agricultural economies.

Epidemics that cross national borders and become pandemics pose
further taxing challenges and mean that few countries can afford to drop
their guard. Dengue fever, for example, had for long been confined to
tropical regions until spreading into temperate zones in recent years,
largely as a result of the increase in air travel and the shipping of used
tires harboring dengue-carrying Aedes mosquitoes.56 For epidemics not to

56 It is sometimes suggested that the resurgence of tuberculosis in New York City in
the early 1990s, was due to, among other factors, immigrants importing drug-resistant
forms of the bacillus into the city. This, however, appears to be an urban myth, as the
primary causes seem to have been the spread of HIV – TB is an opportunistic infection
– and prison crowding stemming from the drug war of the1980s. New York’s public
health system had become unused to dealing with the disease and was thus at first
unable to cope effectively with the new threat.
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become pandemics, countries need to be constantly alert to their occur-
rence in neighboring and even far-off societies, and aware of the risks to
which their links with affected countries expose them.

Perhaps the biggest test posed by epidemics is the propensity of the
underlying disease agent to mutate. Success against one strain of a dis-
ease (either by natural resistance or medical intervention) can open a
niche for the emergence of a new strain, and new strains are likely to be
more virulent. The emergence of new epidemics – in the past 15 years
alone, hantavirus, SARS, and avian flu have hit the international head-
lines – and the resurgence of old ones demands great agility and ingenu-
ity from medical practitioners, drug developers, public health profession-
als, and policymakers. 

The best way of countering drug-resistance, of course, is to prevent it,
and the best way of preventing it is to halt the spread of disease in the first
place through the use of vaccines, bed nets, elimination of vectors, edu-
cational programs, etc. Resistance occurs through the use of antimicro-
bials. Overuse is common in industrialized countries, where patients are
inappropriately prescribed antimicrobials for viral infections (e.g., the
common cold) or when antibiotics that are used by people are also
employed in bulk as growth-promoters in livestock, which is common in
OECD countries. Misuse may occur when patients lack access to appro-
priate therapy, but also when the general public is misinformed and indi-
viduals successfully demand unnecessary antibiotics. Finally, underuse is
typically encountered among the poor, when inadequate financial
resources impede the completion or continuation of treatment regimens.
With diseases such as tuberculosis and HIV/AIDS, where drugs are now
available, it is better – from a population health point of view – to have no
treatment at all than ‘bad’ treatment. 

While reacting speedily to epidemics is important, undue haste to
push people onto underfunded treatment regimens may have dire unin-
tended consequences. Recent research on effective strategies for using
anti-retrovirals in treating HIV epidemics shows that determining the
optimal use of such drugs is extremely complex.57 The WHO has made

57 Blower, Sally, Li Ma, Paul Farmer, Serena Koenig (2003), Predicting the Impact of
Antiretrovirals in Resource-Poor Settings: Preventing HIV Infections whilst Controlling
Drug Resistance, Current Drug Targets – Infectious Disorders, 3, 345-353.



significant efforts to summarize the world’s response to increasing drug
resistance and has highlighted the steps needed to counteract it.58

There are two forms of resistance: primary and secondary. Primary
resistance occurs when a person is infected with a drug-resistant strain
harbored by another individual. Thus, even when antimicrobials are not
available in a given community, resistant strains can enter the population
through trade and tourism. Secondary resistance develops when an indi-
vidual’s treatment is inadequate to achieve complete cure or suppression
of the infectious agent and mutant strains develop that are not suscepti-
ble to the previous therapy. New models predict that drug-resistant
strains of TB will soon come to dominate the drug-sensitive type.59 This
should alarm policymakers in wealthy and poor countries alike, given the
ease of transmissibility of TB and the woeful lack of novel therapeutics to
tackle this ancient microbe.

Thus, with international borders becoming ever more porous and the
ability to treat infectious disease threats now within reach, it is essential for
the international community to provide appropriate and sustainable thera-
py to those seeking treatment before resistance becomes unmanageable. 

The recent emergence of Avian, H5N1 flu on the world scene has
drawn renewed attention to epidemics and is an example of the chal-
lenges posed by new pathogens. Although flus in birds do not usually
infect humans, they can do so on occasion, most likely by contact with
infected poultry. The first observed case in humans took place in Hong
Kong in 1997. During 2003 and 2004, humans contracted bird flu in
Thailand and Vietnam. The death rate of infected people in the most
recent set of reported cases is around 70%. If the virus mutates and
human-to-human transmission becomes possible, a worldwide avian flu
pandemic could occur.60 Alternatively a trading of genetic material
between the avian and human forms of the virus could lead to an epi-
demic. (Such trading is particularly likely to occur in pigs, which can host
both the avian and human forms of the virus. The most virulent form of
the avian flu virus, – (A) H5N1 – is particularly adept at obtaining genet-

58 World Health Organization, 2001, WHO Global Strategy for Containment of
Antimicrobial Resistance, Geneva. Available at http://www.who.int/emc/amrpdfs/WHO_
Global_Strategy_English.pdf

59 Cohen, Ted, and Megan Murray(2004), Modeling epidemics of multi-drug resist-
ant M. tuberculosis of heterogeneous fitness, Nature Medicine, 10:10, October.

60 Website of the United States Centers for Disease Control, http://www.cdc.gov/
flu/avian/gen-info/facts.htm
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ic material from other viruses, a process known as ‘reassortment’. Such
trading could lead to much easier human-to-human transmission).61,62 A
virus that resembles the one that caused the 1918 flu epidemic could ‘kill
175 to 350 million people’,63 and some estimates go higher. (On the other
hand, these very high estimates do not take into account the possibility
that the death rates reported so far may be higher than the actual mor-
tality rate, since people who contracted mild cases may not be included
in the data).64 A recent and careful estimate of the possible human and
economic consequences suggests that, in a worst-case scenario, 142 mil-
lion people could die and global economic losses could reach $4.4 tril-
lion.65 In any case, the economic and human consequences of such a pan-
demic are impossible to predict with any certainty, but the scale of the
potential disaster warrants broad and serious international cooperation
now. Measures to keep the disease from spreading from animals to
humans are essential, as are preparations for containing it should it make
further inroads among humans.

PART 3: CONFRONTING THE CHALLENGES

Epidemic Prevention

Measures to confront epidemics can take the form of either preven-
tion or treatment. Although it is impossible to prepare fully for diseases
that do not yet exist or have been latent for many years, it is feasible to

61 http://www.mayoclinic.com/invoke.cfm?id=DS00566
62 A detailed explanation of the risks of an avian flu epidemic in humans appears in

Ferguson N.M., Fraser C., Donnelly C.A., Ghani A.C., Anderson R.M., Public health risk
from the avian H5N1 influenza epidemic, Science, 2004 May 14;304(5673):968-9

63 Fedson, David S. (2005), Preparing for Pandemic Vaccination: An International
Policy Agenda for Vaccine Development, Journal of Public Health Policy, 26, 429. This arti-
cle reviews the many steps that will be needed to achieve international cooperation in devel-
opment and testing of an effective vaccine for avian flu. It also points out the difficulties of
ensuring that residents of countries that do not produce the vaccine will have access to it.

64 Bradsher, Keith, and Lawrence K. Altman (2004), W.H.O. Official Says Deadly
Pandemic Is Likely if the Asian Bird Flu Spreads Among People, New York Times, 30
Nov., page A12.

65 Warwick J. McKibbin and Alexandra A. Sidorenko, Global macroeconomic conse-
quences of pandemic influenza, Sydney: The Lowy Institute. 2006. Available at www.lowyin-
stitute.com//PublicationGet.asp?i=345



change behavior and strengthen health systems, sanitation, and people’s
bodies so that epidemics are both less likely and less damaging. 

Similar to the great majority of microbes that affect human beings,
many new viruses reaching humans (HIV/AIDS, hantavirus, and avian
flu, for example) are thought to have originated in animals. Poor hygien-
ic practices or behavior that brings humans into contact with animals can
lead to epidemics. In other instances, a failure to adhere to drug regimens
is believed to be at least partially responsible for the emergence of drug-
resistant tuberculosis. Modifying human behavior to limit these risks is
far from unachievable. The provision of high quality, convenient and
affordable health services are essential aspects of an effective strategy to
increase adherence at the population level. One such example is the suc-
cessful delivery of antiretrovirals (ARVs) to treat HIV-infected persons in
rural Haiti. Through a combination of community health workers, free
antiretrovirals (ARVs) to treat HIV/AIDS, and an intensive information
campaign, the Haiti project has served as a model for increasing adher-
ence in resource-scarce settings.66

Closing the gap between health professionals and communities, so that
relationships of trust are established and health messages are thereby more
easily transmitted, is also important. A study by the Navrongo Health
Research Centre in northern Ghana found that moving nurses into com-
munities and mobilizing community volunteers to help them reduced mor-
tality in an area by 30%. Part of this reduction was due to improved access
to treatment, but much was also due to the behavior-related messages dis-
seminated to communities by the nurses. The strategy has since been
adopted as part of Ghana’s national health care policy. Of course, such dis-
semination is only useful if the messages are adopted by the community. 

Health systems’ readiness for epidemics can also be improved. Reliable
epidemiological surveillance is critical to identifying new health threats.
Southern China’s weak surveillance systems meant that the SARS virus had
already begun to spread far beyond the original source area before policy-
makers knew of its existence. The World Health Organization’s global sur-
veillance systems were effective in picking up new cases of the disease
once it began to roam the world, but local monitoring capacity is more
important if epidemics are to be nipped in the bud. It is in every country’s
interest for local disease surveillance in other countries to be effective – if
your neighbor fails to spot a fledgling epidemic, you may well suffer

66 Farmer, 2004.
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(though not always, since some epidemics die out because of low trans-
missibility or other reasons). International efforts to improve surveillance
are therefore needed, with countries that possess effective systems assist-
ing those that lack them. 

In the case of a new epidemic, especially when the transmission
mechanism has not yet been identified, the first line of defense is isola-
tion and quarantine. Even these measures, however, need preliminary
research to establish the mode of transmission. Many of the most infec-
tious and dangerous diseases are those that spread by airborne transmis-
sion. These may require stringent quarantine measures, whose effective-
ness varies considerably from one situation to another. 

Particularly important for readying health systems to manage epi-
demics is the focused allocation of resources. Poor countries, as we have
seen, are most vulnerable to severe infectious disease outbreaks, and in
these resource-constrained settings, it is vital to put epidemic prepared-
ness at the center of health strategies. In societies where epidemics pose
the main threat, directing resources towards preventing and coping with
them is likely to have a greater impact on a population’s health than deal-
ing with chronic diseases or providing expensive surgical operations.
Training health workers to respond to infectious diseases, for example,
and ensuring immunization programs reach those – often the poor – who
are most at risk, may prove a cost-effective approach to health care.67

Simple, cheap, disease-prevention strategies such as the provision of
insecticide-treated bed nets to combat malaria have also been proven to
have impacts on health outcomes that go beyond the immediate users.68

Where funds and human resources are limited, health strategists should
not attempt to solve every problem, but should direct their efforts to areas
where they can have the greatest effect on health outcomes. In some poor
countries, this means epidemic prevention, although in most, endemic
diseases will merit the greater share of attention. 

67 Even when some of the population cannot be reached by immunization programs,
herd immunity has a positive spillover effect, as many non-immunized people are pro-
tected from disease because of those who are immunized. 

68 A study by the Navrongo Health Research Centre found that sleeping under bed
nets soaked every six months in insecticides reduces the number of deaths in children
below the age of five by 17%. It also found that even those who cannot afford nets may
benefit, since the more insecticide-treated bed nets a community has, the fewer mos-
quitoes it harbors.



Health programs, such as for immunization, are also important for
the other main strand of epidemic prevention: strengthening human bod-
ies. Strong bodies are better able to fend off disease and better able to
recover if an epidemic – whether old or new – does penetrate their defens-
es. The effectiveness of immunization programs depends critically on vac-
cines being available when they are needed – a condition that has not
always been met. In the case of flu, for example, where the strains most
prevalent in one year typically differ from those of previous years, manu-
facturing capacity is often not adequate to rapidly produce the required
vaccines. Building up such capacity between epidemics is a crucial meas-
ure for preventing them. Such an investment in infrastructure (i.e.,
expanding and ensuring the reliability of the production line) can also be
invaluable in containing an epidemic once it has started. For some dis-
eases, however, such as malaria in Africa, the relatively low return on
such investment elicits little vaccine supply. In such situations, it may be
appropriate for the government to make or subsidize investments in vac-
cine infrastructure.

Other factors that help to strengthen bodies and thereby prevent epi-
demics will also likely require government intervention. Improving nutrition
and providing a safe water supply are two examples, as is improving sanita-
tion, which is important for depriving microbes of a favorable environment.

Treating Epidemics

Even if all these prevention methods are in place, however, some dis-
eases will slip through the net. The effective global campaign to combat
SARS provides several guidelines for those attempting to reverse epi-
demics that have evaded prevention efforts. The campaign, which was
coordinated by the World Health Organization, attempted to disrupt the
transmission pattern of the virus via a multi-pronged assault.69 First, it
limited movement of the virus by issuing a global travel warning against
travel to and from infected areas. Second, it used the international media
as a means of transmitting information about the virus and explaining
preventive measures. Third, it mobilized the international scientific com-
munity to develop quarantine measures and identify the source of the

69 Michael Merson (2003), SARS Proved Health is Global Public Good, Yale Global,
24 September.
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virus – it took just one month to discover that a specific corona virus
caused SARS, whereas the discovery that HIV caused AIDS took two
years. Fourth, the WHO quickly strengthened its existing global surveil-
lance system by working with immigration departments, airlines, and air-
ports to track the spread of the virus. 

The economic impacts of some of these measures offer an interesting
lesson for future epidemic containment efforts. As Michael Merson notes,
the extensive media coverage of SARS ‘exaggerated public fear, feeding the
growing stigma attached to the illness. Chinatowns were deserted, recover-
ing SARS patients were turned down for jobs, and universities made it dif-
ficult for Asian students to attend commencement ceremonies. The eco-
nomic impacts were immense’.70 Although the travel warning and the use
of the media were effective in highlighting awareness of the disease, their
economic impact was disproportionate to its spread. Looking backwards,
therefore, it may seem that the world overreacted. Nevertheless, when con-
fronted with such situations, looking forward, and essentially always in the
absence of complete information, it is difficult to argue that extreme pre-
cautionary measures should not be taken. 

Modern technology, as the response to SARS showed, has great poten-
tial for combating epidemics. The WHO used a worldwide network of 11
laboratories to isolate the virus. The laboratories were connected by a
shared website and held several telephone conferences each day.
International cooperation to improve health is not new – the smallpox vac-
cine, developed in England in the late 18th century, was introduced to Latin
America soon after by Spanish missionaries71 – but new communication
technologies have dramatically increased its scope. Developing countries
now have expanded opportunities to learn from those with greater health
care expertise, and international collaboration can more quickly spot
emerging epidemics and more quickly mobilize to stifle them. 

Mass mobilization is an important tool for reversing epidemics’
spread. In Botswana, where over 100,000 people are in need of antiretro-
viral drug treatment for AIDS, the government committed to supplying
treatment free of charge in January 2002. It has so far, however, been able
to reach only a fraction of those in need, as the country lacks the medical
staff to distribute the drugs and the stigma of HIV infection dissuades

70 Ibid.
71 William H. McNeill (1976), Plagues and Peoples, Monticello Editions, New York.



people from seeking treatment. In such settings, mobilizing non-medical
personnel to provide treatment is likely to be the only way of reaching suf-
ficient numbers of patients. Providing training in drug delivery to com-
munity health workers, traditional healers, and other prominent commu-
nity figures, for example, may be a cost-effective way to deepen the pool
of human resources. Many non-governmental organizations, too, have
strong links with poor communities that governments struggle to reach,
and businesses are often trusted sufficiently by their employees to trans-
mit health messages and, perhaps, treatment. 

Members of society should also be enlisted in the effort. Malcolm
Gladwell, in The Tipping Point, writes of the role of ‘connectors’ in spread-
ing social epidemics.72 Connectors are community members whose large
range of contacts puts them in a strong position to spark new trends or
change behavior. With epidemics that require behavioral change, and par-
ticularly those such as HIV/AIDS whose containment depends on break-
ing stigma, enlisting connectors may be central to success. The stigma
surrounding AIDS means many of its victims die rather than admit pub-
licly to being infected. That stigma can be broken if influential individu-
als admit their infection and tell others it is nothing to be ashamed of.
Nelson Mandela’s acknowledgment that his son died of HIV/AIDS is an
excellent example of this.

Once a disease has broken through prevention efforts and has become
an epidemic, mass mobilization is essential to its containment. An epidem-
ic’s sudden, rapid spread is likely to be too much for resource-limited health
systems to be able to cope with without wider societal support. As an epi-
demic crosses borders and becomes a pandemic, the international com-
munity is likely to awaken to the threat, but it is in the latter’s interests to
prevent pandemics emerging by helping vulnerable countries to prepare for
and deal quickly with new infectious disease threats. International mobi-
lization was instrumental in limiting the effects of SARS, but had that
mobilization occurred while the disease was confined to southern China,
its economic effects would have been drastically reduced.

72 Malcolm Gladwell (2000), The Tipping Point, Little, Brown & Company.
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Conclusion

‘In view of globalization, high productivity is an essential ingredient for competi-
tiveness. [Yet] a number of factors account for the loss of productivity, and one notable

factor is the HIV/AIDS pandemic’. 
Levy Mwanawas (President of Zambia, March 31, 2004)

The links between epidemics and economics are broadly similar to
those between health and wealth in general. Prosperous societies not only
have better health; they are also at least somewhat protected against epi-
demics. Like other health problems, meanwhile, epidemics can hamper
economic development and trigger vicious spirals whereby worsening
health reduces wealth and diminishes the protection against further
health threats. Recent epidemics of HIV/AIDS (and the linked epidemic of
TB) and SARS have had strong impacts on the wealth of households,
businesses and, in some cases, entire economies. 

Epidemics, however, pose different challenges than other health prob-
lems. The speed and unpredictability of their spread mean that policy-
makers have to strike a fine balance between acting swiftly (and without
complete information) and guarding against the undue haste that may
make matters many times worse. Presenting facts in a clear and meas-
ured way and having the patience not to begin drug treatment programs
until correct adherence is at least probable, for example, can help contain
both the health and economic impacts of an epidemic.

Prevention of epidemics is also often feasible. Strengthening health
systems and the populations they protect can help fend off disease out-
breaks and limit the impacts of those that do emerge. Having strong quar-
antine measures ready to be employed to prevent an incipient epidemic,
and preparation for the mass mobilization of civil society, business, and
community members will both relieve the strain on health services
caused by present epidemics and reinforce society’s defenses against
future outbreaks. However, a central obstacle to preventing epidemics is
that spending on anti-epidemic and basic health infrastructure must be
seen as an investment, with part of the return being the reduction in the
future costs of epidemics. Policymakers are often influenced by short-
term political considerations, causing them to pay too little heed to
important longer-term realities.

International cooperation is also vital for preventing and containing
epidemics. Epidemics can have economic impacts far beyond the borders
of their source countries – and these potential economic impacts are



often amplified by those aspects of the modern world that facilitate dis-
ease spread, affect tourism and trade, disseminate awareness and fear,
and exacerbate counter-productive forms of protective behavior and iso-
lationism. Indeed, both the health and economic consequences of epi-
demics suggest the value of the international community shoring up the
health systems of poor countries to strengthen their capacities to prevent
and to respond to epidemics.73 This, combined with their effects on
health, makes combating epidemics a global public good. Globalization
can facilitate the spread of new diseases, but it also offers opportunities
for tackling them. International collaboration in epidemiological surveil-
lance, scientific investigation, and public health and medical efforts to
tackle and treat disease has already proved effective in tackling diseases
such as SARS. It is likely to become increasingly important as new epi-
demics emerge and old ones reemerge.

73 The Global Fund to Fight AIDS, Tuberculosis and Malaria might serve as a starting
point for such an effort. See http://www.theglobalfund.org/en/
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1. INTRODUCTION: EPIDEMICS AS SOCIAL CHALLENGES
1

In the years between 1346 and 1350 an epidemic known as the ‘Black
Death’ killed about one third of the population of Europe, i.e., more than
30 million people. Most likely, the epidemic had originated many cen-
turies earlier in Mongolia, from where it had slowly traveled through
China and the Middle East to Crimea and Turkey. In all these places it had
created widespread suffering and killed huge numbers of people, without
leading to far-reaching changes in the lifestyles of the surviving people.

The plague reached Sicily in 1346. One year later it was in France, two
years later in England. In many cities, more than half of the inhabitants
died within months. In Europe, the epidemic led to all sorts of reactions,
ranging from the emergence of rituals of self-punishment to efforts at iso-
lating the ill to block contagion. It also led to a massive shortage of man-
power in many economic activities, and it lead to increased freedom to
migrate for the surviving rural population. What it did not lead to was a
general mood of despair or a period of economic stagnation. Quite the
opposite, the plague was followed by the outburst of cultural creativity
and economic expansion known as the Renaissance.

A remarkable cultural reaction to the experience of the Black Death is
given by the Italian writer Giovanni Boccaccio. Immediately after the
onset of the epidemic, around 1349, he started working on his master-
piece: the tale of a group of noble men and women fleeing from the

1 I am grateful for helpful discussions to the research group on ‘Globalization and
the Financial Transition’ at PIK and to O. Edenhofer, C. Engel, P. Epstein, A. Haas, E.
Ostrom, O. Renn, M. Rohner, A. Sen, and L.Tubiana. The usual disclaimers apply.
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plague in Florence to the countryside and entertaining each other by
telling amusing short stories, each of which is worth reading in its own
right. It is noteworthy that for the rest of his life Boccaccio was insecure
whether his work was really something to be proud of or rather a sign of
disorientation in the wake of a great disaster. He would certainly have
been relieved to know that in the long run his creative reaction to the
Black Death helped crystallize the Italian language along the lines set by
Dante, whom Boccaccio deeply admired.

What distinguished Europe from other world regions hit by the
plague earlier on was the fact that here this terrifying experience was
countered by a wave of innovations that transformed not only Europe,
but actually the world as a whole. While it would be naïve to attribute the
emergence of modern society to the experience of the Black Death, it is
remarkable how in this case the experience of a tremendous epidemic
was integrated into a history of creative progress.

There are many other instances of large-scale epidemics, but none of
them triggered a comparable response so far. Take the case of the
‘Spanish Flu’ of 1918-19. It seems that it originated in March 1918 in
Kansas, U.S., most likely through a virus transfer involving poultry, pigs,
and humans. The huge movements of soldiers involved in World War I led
to a fast spread of the epidemic across the Atlantic. In Spain, which was
not involved in the war, the epidemic was more widely publicized in the
media, hence the somewhat misleading name ‘Spanish Flu’. A remarkable
feature of the flu was that it by no means spared young, healthy people,
as flu usually does. In summer 1918, somewhere in France, the virus
underwent a mutation that made it even more deadly. It reached Africa,
Russia – brought there by troops fighting the communists –, China, India,
and Australia. In 1919, it suddenly disappeared, having killed around 30
million people, about one third of which in densely populated, poor India.

This disastrous experience certainly played a role in the wave of revo-
lutionary movements that rolled over Europe in the following years. But
even if this was the time when some of the most significant break-
throughs of modern art – from Joyce’s writing to Picasso’s painting and
Eisenstein’s film-making – were achieved, it is a period remembered more
for the rise of totalitarian ideologies and regimes than for cultural
achievements on a par with those of the Renaissance.

Nowadays, the HIV-Aids epidemic confronts large parts of humankind
with a similar challenge. Epidemiological research suggests that it is quite
possible that even larger epidemics will arise in the years to come. At the



time of writing, avian flu is in the headlines around the planet. Toxic pollu-
tion may well acquire similar dimensions. Chemical, nuclear, and biological
pollutants have the potential to cause human suffering and large numbers
of death in many parts of the world, in particular in developing countries.

How will humankind respond to the experience of large-scale dis-
eases, toxic pollution, and the clear risk of even larger future human
health disasters? One possibility is to stick to existing patterns of devel-
opment, another one to engage in spirals of increasingly destructive con-
flict. The present paper explores a third possibility: a creative process
leading to new forms of solidarity in an age of globalization.

2. ILLNESS AND TWO FORMS OF SOCIAL SOLIDARITY

Since the origins of humankind, the reality of illness is tied to the pos-
sibility of solidarity. For obvious reasons, the rules defining rights and
obligations in case of illness have always been closely related to analo-
gous rules with regard to the elderly. 

Three basic mechanisms are involved in such rules. First, there is the
need to deal with uncertainty: we do not know for sure when we will be hit
by illness and death. Second, there is the opportunity to improve every-
body’s lot by exchanging some resources for health care: a little time – or
other resources – by the healthy and the young makes a huge difference for
the ill and the old. As everybody is likely to play both roles in the course of
time, everybody is better off by accepting some obligation to help. Third,
there is the problem of free-riding: some sense of solidarity must be con-
solidated to make sure that people actually fulfill those obligations.

All three mechanisms can be mobilized quite effectively in face-to-face
networks between people sharing long stretches of their lives. This may be
a key reason why, until the 19th century, solidarity with the ill – as with the
elderly – was rooted mainly in kinship and in religious practices. The latter
are geared to kinship via rituals of marriage, baptism, burial, and more.
And it is obvious that the phenomenon of social solidarity is closely linked
to the Christian concept of Caritas (Benedict XVI, 2006).

Since the origins of humankind, being ill meant being dispensed from
various obligations towards one’s community, while being entitled to care
from various members of that community. Sometimes this entitlement
included help from a person with a healing role, like a Shaman. In the
course of history, the happy few endowed with exceptional power or
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wealth could summon healing services from others, but for most people
kinship and religion remained the basis for the solidarity they needed in
case of illness.

It is useful to relate this situation to a fundamental institutional
dichotomy rooted in Roman law: the polarity of private and public law.
Private law deals with interactions between physical persons, public law
deals with interactions between the legal person constituted by a state
and either other states or physical persons. This dichotomy is particular-
ly relevant when it comes to property rights: private property rights are
rights of physical persons to take action with regard to things (in Ancient
Rome, a slave was a thing, too); public property rights are rights of states
to take action with regard to things. 

Along these lines, one can distinguish two forms of social solidarity,
private and public. Private solidarity is rooted in kinship and religion
(and to some extent plain neighborhood). As far as we can tell, it charac-
terizes human culture since its origins at least several tens of thousand
years ago. Public solidarity is rooted in people being members of the
same state – a phenomenon that seems to have emerged for the first time
in Mesopotamia less than ten thousand years ago. It seems that the dif-
ferentiation of a public and a private domain was one of the most signif-
icant steps in the evolution of human culture.

The social solidarity required to deal with illness originated in the ear-
liest forms of human culture and remained a matter of private solidarity
for millennia. (An important exception is the solidarity provided by states
to soldiers injured in wars). With the expansion of market institutions,
things changed in a fundamental way, leading to current systems of
health care and social security (Achenbaum, 2003; Kingson and
Berkowitz, 1993; Tomasson, 2002). 

This development took place in several steps. First, the old patterns of
solidarity broke down as reliable means to deal with illness. They did so
for a variety of reasons. The development of the market economy weak-
ened older linkages of social solidarity that could provide non-monetized
health care – in particular by severing them through migration. Moreover,
the pattern of industrialization associated with the spread of the market
economy was extremely unhealthy for large numbers of people, both in
their workplaces and in their homes. As illness often brings old people
closer to death, these problems made the situation of the elderly particu-
larly difficult. A further reason is linked to the fact that various forms of
health care became services traded on markets, along with medical drugs.



Episodes of illness often are random events, and once people started to
live in a market economy, such episodes often required expenses that
exceeded the financial means available in the given situation. 

New forms of solidarity were called for, but they did not develop
smoothly. In a second step, trade unions as well as a wide variety of
friendly societies – including bodies like the Ancient Order of Foresters as
well as the Masonic Order – provided sickness insurance to their mem-
bers, i.e., insurance for health-related loss of income. Again, face-to-face
networks with considerable continuity were involved in dealing with the
three mechanisms highlighted above. In the setting of formal insurance
schemes, the problem of uncertainty leads to the one of adverse selection,
the problem of free-riding to the one of moral hazard. Trade unions and
friendly societies were able to handle these problems by the solidarity
organized via their well-articulated networks. The workers’ movement
turned this solidarity into a dramatic challenge of emerging capitalism –
much as later on a similar movement, with important linkages to the
Polish Pope John Paul II (Luxmoore and Babiuch, 2006), challenged com-
munism in Poland. 

Out of the resulting turmoil, in the third step far-reaching institution-
al innovations evolved. In Europe – and Canada – nation states organized
systems of social security and public health (Freeman, 2000). They
included provision of health care, but also systems of sewage and drink-
ing water as well as various forms of support for the elderly. This meant
that private solidarity in the face of health risks was substituted for by
public solidarity. By helping its citizens to cope with the risks of illness
and ageing, the nation state could strengthen a sense of national identity
in its citizens – an effect consciously mobilized by Bismarck in establish-
ing the German pension system.

In the U.S., the role of the nation state in health insurance was much
weaker. In 1929, a group of Dallas teachers invented a scheme under
which they would pay a hospital a regular fee in order to be able to go to
the hospital when the need would arise. The American Hospital
Association encouraged such schemes, state-level legislation freed them
from various insurance-related regulations and from taxation. In 1934,
the American Medical Association adopted a set of principles for similar
schemes relating to physician services. Seeing the success of these
schemes, private insurance companies entered the market, too. They han-
dled the adverse selection and moral hazard problems by focusing on
groups of employed workers. The elderly and the poor were left out by
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this development, and in the 1960s national health insurance schemes –
Medicare and Medicaid – were introduced to address their needs. But of
course now there was a huge adverse selection problem: these programs
had to serve a fraction of the population with above average health risks
and below average incomes.

As for pensions, private companies took the initiative in the U.S. After
a series of smaller initiatives, in 1940 General Motors established the first
large-scale private pension plan. Such plans became widespread, and so
the risk of their failure through bankruptcy became a serious issue. In the
1970s, therefore, legislation established a national body offering re-insur-
ance for private pension plans. 

Meanwhile, it is increasingly doubtful whether nation states will be
able to successfully provide the social solidarity required to deal with ill-
ness and ageing in the globalized world we have entered (Sheehan, 2002).
Several factors need to be considered here. Science-based medicine has
led to highly sophisticated, but also very expensive, treatments for a vari-
ety of illnesses. With existing schemes of health insurance, these treat-
ments can be sold in large numbers even if few people can afford them
out of their more immediate financial resources. Moreover, public health
systems combined with increasing economic welfare have led to spectac-
ular increases in life expectancy. This implies rapidly growing costs for
retirement schemes and additional costs for health insurance systems.
For health care alone, in the U.S. the costs rose from about 7% of GDP to
15% over the past three decades (Holtz-Eakin, 2004, Table 3). Other
industrialized countries show similar patterns, and the fraction of GDP
earned by the elderly reached even higher levels.

By itself, there is nothing wrong with large and increasing amounts of
income being spent to finance retirement and health care. In a globalized
market economy, however, there is something worrying when financial
streams of the order of magnitude of half the GDP are administered by
nation states. Experiences as well as theoretical analysis suggest that a
market economy tends to get inefficient if it is exposed to too much gov-
ernment control. Of course, one can argue that health care and social
security involve public goods that must necessarily be provided by the
state. However, globalized health risks as well as global demographic
developments involve public goods not at a national, but at a global scale,
and nation states cannot easily provide those (Kaul et al., 2003; Feachem,
R.A., Sachs, J., 2002). 



Moreover, the demographic and economic situation of most develop-
ing countries makes it extremely difficult to establish nation-based sys-
tems of social security and health care. As a result, in a globalized econo-
my engendering new health risks for everybody, and especially for the eld-
erly, billions of people are exposed to these risks without a sound struc-
ture of governance to deal with them.

3. HEALTH CARE IN ATOMISTIC MARKETS

Faced with these challenges, the idea of cutting back the role of the
state in favor of market solutions to the problem of human illness is gain-
ing influence. This idea is based on the historical success of two remark-
able innovations in handling money: credit and insurance.

Credit links the act of an agent A entitling an agent B to spend some
amount of money X with a promise by agent B that at a later moment in
time he will give some amount of money Y to agent A. (Y-X)/X then is the
nominal rate of interest implied by that particular credit (to the extent to
which a suitable rate of inflation can be indicated, the real rate of inter-
est is the nominal rate divided by the rate of inflation).

Insurance is based on contingent contracts, i.e., contracts where an
agent A pays some price P to an agent B while B promises that under a
series of pre-specified conditions C1, C2,..,Cn, agent A will get payments
X=f(Ci), i=1,2,..,n. An insurer sells a number of such contracts in such a
way that he can expect the sum of his revenues to be larger than the pay-
ments he will have to make. This requires two things. On one hand, the
conditions specified in the contracts must be such that it is highly unlike-
ly for conditions triggering large payments to be realized simultaneously
in most contracts. On the other hand, the buyers of the contracts must
have a strong interest to avoid running into those conditions without
compensating payments.

The latter phenomenon is known as risk aversion: often, people pre-
fer a limited payment to be performed with certainty to a large loss that
may happen as a random event. If people were immortal, this would
mean that in the long run their average stream of payments would actu-
ally be larger than if they would accumulate wealth individually and pay
their random losses out of this wealth. 

In reality, however, most people die long before they had a chance to
accumulate enough wealth to pay for health care in case of serious illness.
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Under these circumstances, health insurance redistributes income from
the healthy to the ill in ways that make both of them better off: the
healthy live without the anxiety generated by the possibility of falling ill
without the means to cope with illness, and the ill receive the means need-
ed for that purpose (Nyman, 2002). 

The basic mechanism is a Pareto improving set of transactions, i.e., a set
of transactions whose result is preferred by all parties to the original situa-
tion. To the extent that this mechanism requires nothing than the invisible
hand of the market to turn individual egoism into a collectively desirable
outcome, one may describe it as the operation of an atomistic market.

With this background, we can now consider an ideal type of health
care and retirement pensions as being provided exclusively by private
businesses. This takes three kinds of firms: producers, insurers, and
banks (of course one company may perform several of these activities).
Producers deliver health services and medical drugs along with other
goods and services. Insurers offer contracts for health insurance. With
health insurance, the insurer gets a payment for each time period (say,
each month), while the insured gets a payment in case of illness, where
the amount of the payment depends on the kind of illness and on the
treatments available. When somebody gets ill, he can then buy various
health services and medical drugs, all of which are strict private goods in
the sense introduced above. 

In the ideal-typical situation to be considered here, retirement then is
based on private saving organized by banks. During their economically
active life, people accumulate savings on bank accounts, and during retire-
ment they live by running down these accounts. As the time of death is not
known in advance, however, this is not sufficient. In addition, there is a
need for retirement insurance. Here, the fee must be paid in advance. If the
insured then lives longer than average, he gets a pension from the insurer.
If the life of the insured is shorter than average, his remaining wealth goes
to the insurer (this helps reducing the fee for retirement insurance).

If inflation does not run out of hand and all incomes are high enough,
this is certainly a feasible scheme for retirement. Although the lives of dif-
ferent people have different duration, the basic mechanism of such a
scheme still is the use of part of current production to sustain the liveli-
hood of the elderly. If the proportion of retired people in the population
increases, everybody’s consumption can still increase as long as produc-
tion per capita increases, too. The growth of production per capita, in
turn, depends to a considerable extent on the fraction of past output ded-



icated to gross investment. Besides a relatively stable rate of inflation and
a sufficient level of the lower incomes, then, such a retirement scheme
also requires that a sufficient fraction of gross income be dedicated to
gross investment. If these conditions are met, even a population with a
rapidly increasing fraction of retired people can avoid a pensions crisis.

Schemes for health care and for retirement financing, then, require
different mechanisms. Nevertheless, they should not be analyzed in isola-
tion, if only because health risks tend to increase with age (Alemayehu
and Warner, 2004; Hogan et al., 2001). A combination of credit, insurance,
and saving yields an ideal concept for how to finance health care and
retirement in a market setting. Given the remarkable capability of a mar-
ket economy to satisfy people’s wishes and needs, there is little doubt that
a creative response to global health risks will heavily rely on these instru-
ments. However, additional instruments are needed to cope with the
rather severe limitations of atomistic markets in the face of those risks
(Jaeger et al., 2001).

4. THE IMPORTANCE OF CLUB GOODS

A useful model of an atomistic market can be framed with a set of two
kinds of agents: households and firms. Households may be characterized
by utility functions and initial endowments, firms by production func-
tions. Firms produce goods and services and exchange them with each
other and with households; households supply labor services and own the
firms. The goods and services are private in the following technical sense:
if a good or service enters the production function of a firm, it cannot
enter any other production or utility function; and if a good or service
enters the utility function of some household, it cannot simultaneously
enter the utility function of any other household.

Under a series of non-trivial additional conditions, one can then show
that no institutional arrangement can yield better results than a compet-
itive market. Better, that is, in terms of the preferences of the households,
and given a set of technologies and a distribution of initial endowments.
This result is important because it helps to understand what happens if
goods are not private in the sense defined above. One then gets so-called
external effects that make the atomistic market inefficient. 

Private goods are often contrasted with public goods, i.e., goods that
enter all production and/or utility functions at once. This is a theoretical
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limit case never to be found in practice. What really matters are club goods,
i.e., goods that are necessarily used jointly by some set of firms and/or
households. In the presence of club goods, the operation of atomistic mar-
kets can be improved by establishing suitable clubs, i.e., collective agents
jointly using some good or service in such a way as to operate internally
according to non-market rules and externally as a participant in the market. 

Of course, firms, households, states all are clubs in this sense of the
word. However, while in atomistic markets these operate as disjoint enti-
ties, in more complex markets collective agents overlap in a rich variety
of ways. To overcome inefficiencies due to externalities generated by
some club good, then, one needs to either find some existing club that can
take care of it or to establish a new club that fits the case. 

In practice, the expression ‘public good’ is used with regard to some
restricted community, typically inhabitants of a nation state. In this sense,
public goods are a special case of club goods, with the inhabitants – or the
citizens – of a nation state forming the relevant club. The concept of glob-
al public goods can then be used to advocate the emergence of a global
government, along lines first drawn by Kant in his essay on the need and
possibility of ‘perennial peace’.

But already Kant saw that a society of nations that have learned to
interact peacefully may be a more realistic goal than a single global gov-
ernment. It may also be less dangerous, because the existence of multiple
nation states provides a system of checks and balances that might be hard
to match in the setting of a global government. This problem would
become especially serious if the power of such a government would be
geared to a monopoly of force on its territory – which then would be the
whole planet.

A creative answer to global health risks may require more imaginative
solutions than an extrapolation of the nation state to the global level
(Ostrom, 1998). Such an answer may be facilitated by thinking about the
importance of global club goods. A particularly important example of
such a good is the professional knowledge developed and maintained in
health-related institutions – hospitals, medical schools, pharmaceutical
companies, etc.

Currently, scientific knowledge is geared to the power of a few nation
states (and thereby more closely to military purposes than is often
acknowledged). In the field of health as in other fields, this has led to a
situation of opaque and sometimes missing accountability, and thereby to
an incentive structure that leaves room for improvement (Fried, 1998). It



has also led to claims of certainty in areas where a more pragmatic
approach seems warranted (Feyerabend, 1978; Jaeger et al., 2001; Servan-
Schreiber, 2004). Even global environmental change may be such a field.

Accountability in the development of health related knowledge will be
particularly relevant in view of global health risks. Managing these risks will
require sophisticated systems of health data that raise serious issues of pri-
vacy. And the expanding use of genetic engineering will confront us both
with new opportunities to reduce health risks and with risks unknown
before. Global governance for human health needs to take this into account. 

5. THE POTENTIAL OF VOCATIONAL SOLIDARITY

We live in a world increasingly shaped by truly staggering flows of
money directed at short-term gains without sound incentives to pursue
goals like poverty reduction, fostering peace, and avoiding environmental
risks. These are not simply noble goals for idealists. In the age of nuclear
weapons, they are essential goals for responsible behavior. There is a need
for global mechanisms that combine a real capability to shape long-term
developments with a robust system of checks and balances (Shiller, 2003). 

One possibility to develop such mechanisms is by creating vocational
groups that can pool the savings of people linked by shared vocational
knowledge. In view of global health risks, it is worth considering the pos-
sibility that people working in the health sector might form one or sever-
al international associations pooling and managing the savings of their
members. Similar groups may emerge in other sectors. In a way, they
would renew the tradition of friendly societies and trade unions that lays
at the origins of the American system of health insurance. And they would
enable associations like the American Medical Association, which played
such an essential role in the development of that system, to help address
its current shortcomings.

By now, the largest investors on global financial markets are pension
funds (Drucker, 1996/1976). These funds, however, are currently managed
without in any way involving the people on whose savings they thrive.
Vocational groups actively managing the savings of their members can
modify patterns of social solidarity – in particular, the solidarity between
generations (Shubik, 1981) – at a global scale. And as there would be a
plurality of such groups competing with each other for members, they
would provide a structure of checks and balances. 
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Such vocational groups would simultaneously possess global financial
clout and have access to the professional knowledge of the broad eco-
nomic sectors they represent. With this background, they would be in a
position to provide an efficient mechanism for managing many large-
scale health risks. The mechanism would work as follows. Any firm wish-
ing to engage in some activity deemed risky by the law would need to be
certified by a vocational group owning a critical amount of assets. The
group certifying the operation would then accept unlimited liability for
damages caused by the firm. The firm would be granted great freedom
from regulations in its activity, while being held accountable for its action
by the vocational group.

Vocational groups could quite naturally act as trustees of that global
club good, vocational knowledge (Abbott, 1988). They can confer educa-
tional degrees on the basis of suitable tests, they can run schools leading
towards these degrees, and they can run research institutes detached or
combined with those schools. To deal with the health risks associated
with global change does not require a static kind of knowledge settling the
relevant questions once and for all. It requires a co-evolution of profes-
sional practice and the environment in which this practice takes place.
Treating vocational knowledge as a global club good means to establish
such a co-evolution. In the long run, this may enable scientific traditions
to make even more effective contributions to the solution of global prob-
lems than they have already begun to do.

The understanding of vocational knowledge as a club good is highly
relevant for the debate about how best to translate the health costs of
globalization into incentives for medical R&D (Archibugi, Bizzarri, 2005;
Kremer, 2000; Nosek, 2004). It may well be that in the longer run neither
private companies nor nation-states or organizations formed by these
agents will be the most appropriate agents to promote vocational knowl-
edge about the health risks associated with global change. Vocational
groups may turn out to be a superior alternative.

The possibility of vocational groups to operate as trustees of voca-
tional knowledge resonates with Catholic social thinking (Dougherty,
2003; Nell-Breuning, 1936), but also with very different traditions of
social theory (Durkheim, 1997/1893). Unfortunately, it is difficult to dis-
cuss this possibility in a dispassionate manner because it is also related
to the radical experience of Spanish Anarcho-Syndicalism. Things are
even more difficult because somewhat similar ideas were entertained in
Fascist circles. However, it is neither a sign of strong democratic values



nor a step towards intellectual progress if the analysis of global club
goods like vocational knowledge is blocked by an inability to distinguish
between the use of a misleading idea and the abuse of a potentially fruit-
ful idea. In the latter case, the task is to free the idea from its abuse in
order to gain new insights from it.

Such insights are needed if we are to understand the health risks
involved in global change (Epstein, 1999) and the factors influencing the
differential vulnerability of people to those risks (Ribot et al., 1996). They
are needed if we are to take ‘global dimensions seriously, in regard to the
formation of international solidarity and the constructions of identity pat-
terns that go beyond national borders’ (Sen, 1999, p. 116). Exploring the
potential of vocational groups to create global solidarity is an essential way
of taking seriously ‘the range of multiple identities accessible to individuals
and makes ‘justice’ applicable to a corresponding diversity of socio-political
realities, independent of the idea of national frameworks’ (loc. cit.).

6. CONCLUSION: THREE PRACTICAL STEPS

If a truly creative response to global health risks is to emerge, this is
likely to take several decades. Nevertheless, there are steps that can be
made with a time horizon of a few years. Three such steps shall be men-
tioned here.

First, the risks of toxic chemical pollution can be reduced by develop-
ing suitable systems of certification and liability. In the short term, there
is no way of doing this via a vocational group of people active in chemi-
cal industries. But it is possible to require any company dealing with risky
chemical substances to be member of an industrial association repre-
senting a critical volume of assets. Such associations would be granted
considerable freedom from government regulation in return for unlimit-
ed liability for damages caused by its members. This would provide an
incentive structure where the professional knowledge of the firms
involved would be used to keep risks within acceptable limits as set by lia-
bility law. And it would provide credibility to firms claiming that some
technology is actually safe according to state-of-the-art knowledge.

Second, prevention and treatment of large-scale episodes of illness
can be fostered by encouraging and supporting global networks of health
professionals to monitor both risk indicators for such events and suc-
cessful medical practice when dealing with them. This would have three
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advantages. First, it would help collecting valuable information in a cost
effective manner. Second, it would provide an opportunity to limit the
tendency of governments and companies to weaken standards of privacy
in dealing with this kind of data. And third, it would prepare the ground
for the kind of vocational solidarity discussed in the previous section as a
possible component of a long-term response to global health risks.

Third, the linkage between epidemics, poverty, and malnutrition can
be addressed by a focused effort to realize the potential for sustainable
development currently untapped in the world region most dramatically
affected by the HIV epidemic: Sub-Saharan Africa. This implies a
Marshall-plan style initiative of perfectly feasible proportions. The histor-
ical Marshall Plan did not simply organize a flow of money into Western
Europe. It was a remarkably efficient scheme to strengthen critical insti-
tutions in Germany and other Western European countries (De Long,
Eichengreen, 1993). In particular, credits were given in foreign currency
and had to be paid back in local currency. This fostered imports into
Western Europe and helped to reconstruct the German financial sector.
Moreover, the whole initiative was consciously developed so as to build
up the expectation that Western Europe would experience significant eco-
nomic growth. This expectation greatly amplified the effect of the finan-
cial flows involved in the scheme. 

A remarkable feature of the historical Marshall Plan was the extent to
which it was based on learning by doing. A critical mass of highly compe-
tent people in different institutions were able to implement a shared vision,
learning from preliminary successes as well as from partial failures. This
capability would be even more important with regard to Sub-Saharan
Africa. Launching a similar process is possible with a financial stream con-
siderably smaller than the more than 50 billion Euros spent annually on
German re-unification or on the aftermath of the Iraq war, as long as there
is a clear long-term commitment – for about three decades – to maintain
the process. Already after a first year of operation, it would be essential to
review encouraging and discouraging developments, and to repeat such a
review on an annual basis. Clearly, the whole operation might fail for many
reasons, in particular lack of trust between investor and recipient countries.
But it seems worth to take such a risk to avoid the clear and present dan-
ger of a destructive spiral of socio-economic development.

Along such lines it is possible to generate employment and strengthen
vocational groups in Sub-Saharan Africa. This would help to build on the
amazing degree of reconciliation – another form of solidarity – that has
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been achieved in several countries of that region. The rich nations on the
planet are in a position to launch such an initiative, and by so doing they
could regain a sense of historical purpose that might be an even greater
benefit than the economic return that can be expected from growing
trade with a successful Sub-Saharan economic region. 
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CLIMATE CHANGE AND HUMAN RIGHTS

WOLFGANG SACHS

Introduction

On February 16, 2005, when the Kyoto Protocol finally came into
force, a long drawn-out process of consensus and institution building
reached a temporary conclusion. International climate policy makers had
achieved what they had been struggling over for the last century and a
half. Now for the first time, despite setbacks along the way, industrial
countries have a legal commitment to reduce greenhouse gas emissions.
Thirteen years earlier, in May of 1992, governments had signed the United
Nations Framework Convention on Climate Change. At that time it had
dawned upon the world that the thin layer of atmosphere enveloping the
Earth was being turned into a dumping ground for combustion-generat-
ed gases, and that this dumping ground was about to overflow. Twenty
years after the bestseller, Limits to Growth, brought the finiteness of nat-
ural resources lying deep in the bowels of the Earth in to the limelight,
the international community was forced to acknowledge that the finite-
ness of natural sinks in the air might be more urgent. The limits of the
sky, rather than the Earth, turned out to be the more pressing issue. By
1997 an international treaty – the Kyoto Protocol – had been drawn up to
define policy obligations for climate protection, and in 2005, after pro-
tracted international convulsions, the treaty acquired legal validity. As the
‘entry into force’ of the Kyoto Protocol is the beginning as much as the
end of a historical process, it is advisable to look at some of the deeper
implications of international climate policy, in particular at its implica-
tions for global fairness and equity.

At the time of the Rio Conference, it had already become clear that cli-
mate change is far from being just an ecological issue; it is also an issue
of equity. In particular, climate change was identified as an issue of inter-



generational equity. It became ominously clear to observers that global
warming, since it modifies important parameters of the ecology of the
planet, such as sea levels or weather patterns, will affect the relations
between present and future generations. Today’s generation, by filling up
the absorptive capacity of the atmosphere, lives at the expense of tomor-
row’s generation. At the same time, it came to the fore that the use of fos-
sil fuels not only affects inter-generational equity, but also intra-genera-
tional equity, i.e., the relations between nations and social groups within
a generation. Who will be allowed to reap the benefits from fossil fuel
combustion? Who will have to carry the burden of emission abatement?
Equity within a generation has at least two dimensions (Wuppertal
Institut, 2005). First, it implies the fair distribution of burdens and bene-
fits of fossil fuel use among nations. Secondly, however, it also implies the
universal protection of human dignity by securing the fundamental rights
of every human person to water, food, housing, and health. The present
article will focus on the latter dimension; it will explore the links between
human rights and climate change, without, however, losing sight of the
broader framework of equity in climate politics. 

Two Dimensions of Equity

Social science inquiries into systems of human resource use normal-
ly start where natural science inquiries have left off. The latter, by focus-
ing on the relations between humans and the conditions of the natural
world, usually speak about humans only in general terms; indeed, they
mostly treat humanity as a black box. The former, in turn, usually hold
rather general notions about the natural world, but attempt to shed light
on the relations that are formed between people and between nations as
they use the environment. From this vantage point, how the balance of
power and opportunities within humanity is affected by particular pat-
terns of resource use is an essential question.

Who has the advantages and who the disadvantages when nature is
used? This may be considered the key question of environmental justice.
It takes off from the widespread observation that the benefits and the bur-
dens of resource use often do not fall to the same social actor, but are
unevenly spread across different regions and social groups. While some
might be able to enjoy the benefits, others might be forced to shoulder the
burdens. Economists are well aware of this divergence in effects; they
speak about the ‘internalization of positive effects’ when an actor is able
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to seize the benefits of resource use, while they speak about the ‘exter-
nalization of negative effects’ when an actor is able to shift the burdens
coming with a particular resource use to other social groups. However,
this process has not only a biophysical, but also a social profile (Sachs,
2003). As organizations internalize benefits and externalize costs, soci-
eties are structured into winners and losers. Power relations ensure that
positive consequences crystallize at the top end and negative conse-
quences at the bottom end. This shifting of costs may take place in a tem-
poral, spatial or social dimension: that is, costs may be shifted temporal-
ly from present to future, spatially from center to periphery, and socially
from upper classes to lower classes.

Two critical dimensions can be distinguished in the distribution of
benefits and costs. They point to the two most important concepts of jus-
tice: human dignity and equality. Both dimensions differ in their starting-
point and in their conclusions. The demand for human dignity starts
from the absolute necessity of certain living standards, and insists that
these must be achieved for all, whereas the demand for equality focuses
on relations among people and presses for the leveling out of inequalities.
In other words, the dignity concept of justice rests upon a non-compara-
tive approach that looks at the absolute provision of certain fundamental
goods and rights, while the distributive concept of justice rests upon a
comparative approach that looks at the proportional distribution of vari-
ous goods and rights (Krebs, 2002). Both dignity and equality go to make
up the ideal of justice; therefore, any policy striving for equity will keep
in mind both human rights issues and distributive issues. 

The use of fossil fuels, as with any environmental resource, results in
burdens as well as benefits. Issues of human dignity arise with regard to the
distribution of dangers. Potential threats are not distributed equally across
the globe; both developing countries and lower social classes are likely to
be disproportionately affected, possibly to such a degree that fundamental
rights might be violated. The IPCC (2001) has confirmed that developing
countries are most at risk of climate change. Thus, under certain condi-
tions, global warming may undermine people’s right to a secure livelihood.
Issues of distributive justice, in contrast, arise in particular with the
unequal distribution of access to the atmosphere as a deposit for green-
house gases. This is because emissions not only produce the burden of mar-
ginalization, they also produce the benefit of power, and the right to use the
atmosphere as a dumping ground represents a source of economic power.
Disparity in access leads to disparity in economic opportunities; it parti-



tions the world society into winners and losers. Such a situation is unjust if
it allows certain nations to maximize their freedom to flourish at the
expense of the freedom of others. Therefore, at the international level, equi-
ty calls for a rebalancing of opportunities among nations.

What rise of the global mean temperature can be tolerated? This ques-
tion is technical in appearance, but highly political in reality. It hides fun-
damental issues of how to live together in an interconnected world. In
particular, it decides about the human rights impact of anthropogenic cli-
mate change. As is well known, the United Nations Framework
Convention on Climate Change calls for the stabilization of greenhouse
gas concentrations at levels that, ‘...would prevent dangerous anthro-
pogenic interference with the climate system’ (Article 2). Such levels
should be achieved, ‘...within a time frame sufficient to allow ecosystems
to adapt naturally to climate change, to ensure that food production is not
threatened and to enable economic development to proceed in a sustain-
able manner’. Up to this date climate negotiations have refrained from
defining what may constitute dangerous anthropogenic interference with
the climate system (Hare, 2003). What kind of threat qualifies as ‘danger-
ous’? Twenty centimeters of sea level rise or two meters? One degree rise
in medium global temperature or three degrees? And in what time frame,
in twenty years or in eighty years? Different impacts are associated with
different levels of temperature rise; who will be affected, how, and to what
extent largely depends on how far global warming is allowed to go. 

In the end, however, it is a matter of political and ethical judgment to
determine how much climate change is tolerable. This is not only
because any assessment of risk implies a value judgment, it is also
because the avoidance of a risk often implies missed opportunities, in
the case of climate change, these are usually opportunities for economic
growth. Moreover, most evaluations of the dangers will have to implicit-
ly or explicitly confront the question: dangerous to whom? The potential
cost associated with continuing to risk high levels of danger are of a dif-
ferent kind, and fall on a different set of people than the cost associated
with avoiding dangerous change. Any decision on what is to be consid-
ered a dangerous level of impact is clearly a political and ethical issue. It
basically implies two valuations: what kind of danger is acceptable, and
what kind of danger is acceptable for whom? It is the response to the lat-
ter question that determines the degree of environmental injustice
involved in climate politics.
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Impacts 

Estimating possible impacts of global warming on human communi-
ties is a notoriously difficult endeavor, for at least three reasons. First,
most effects resulting from rising global mean temperatures affect people
only indirectly; they may lead to changes in the conditions of ecosystems
that in turn may impact conditions of human systems. While already dif-
ferent ecosystems are not equally affected by climate change, human
communities exhibit an even wider range of vulnerability. They are
exposed differently to changes in natural variables, depending, for
instance, on if they are peasants or city dwellers. And they are capable of
coping with adverse circumstances in different ways, depending, for
instance, on if they are poor people without means or rich people with
insurance policies. This diversity of settings renders general statements
about causal relationships very problematic. Secondly, human develop-
ment is not going to stand still over the rest of the century; there are, how-
ever, different development paths that societies – or the world as a whole,
for that matter – can take. It is impossible to anticipate what development
path will eventually prevail, regardless of any climate policy. But levels of
atmospheric CO2 concentration will vary according to the development
path chosen; the IPCC SRES scenarios, therefore, imply different impacts
according to development paths. And thirdly, the vulnerability of human
societies also varies according to development paths taken; for instance,
the A-family of SRES scenarios generally leads to higher vulnerability
than the B-family of scenarios. For these reasons, any sweeping affirma-
tion about the impacts of global warming on people should be taken with
caution; nevertheless, severe impacts are to be expected whose general
pattern has emerged in recent research (IPCC, 2001; Exeter Conference,
2005). The most important impacts are likely to affect natural assets that
underpin human existence – water, food, health.

With regard to water, it is important to note that currently 30 countries
with a combined total population of over 500 million have less than 1000
m3 of renewable water available per capita per year; they are considered
water-scarce, a condition which by the year 2025 is likely to affect some 50
countries with a combined population of about 3 billion (Shah et al., 2006).
Projected climate change will exacerbate water shortage in many water-
scarce areas of the world, though it will alleviate them in some other areas
(IPCC, 2001). The hydrological cycle is expected to intensify, which essen-
tially means more droughts and floods, and more variable and extreme



rainfall. Generation-old patterns of rainfall may be shifting with corre-
sponding consequences for plants, animals and people. Several hundred
million to a few billion people are expected to suffer a water supply reduc-
tion of 10% or more by the year 2050 for climate change projections corre-
sponding to a 1% per year increase in CO2 emissions. Regions where water
stress is likely to increase due to climate change include central and south-
ern Africa, central and southern America, and the watersheds around the
Mediterranean, while South and East Asia are likely to see an increase in
water resources. (Arnell, 2004). Finally, too much of the wrong water can
be dangerous as well. Rising sea levels obviously increase the risk of coastal
flooding that could displace large numbers of people. Some of the most vul-
nerable regions are the Nile delta in Egypt, the Ganges-Brahmaputra delta
in Bangladesh, and many small islands, such as the Maldives, the Marshall
Islands, and Tuvalu.

Furthermore, climate change will leave its imprint on the conditions for
food production across the globe. In temperate zones, small increases in
temperature might boost yields for some cereals, while larger changes are
likely to decrease yields. In most tropical and subtropical regions, potential
yields are projected to diminish with most increases in temperature. For
instance, damage to the world’s major crops begins when daytime temper-
atures climb above 30ºC during flowering. For rice, wheat, and maize, grain
yields are likely to decline by 10% for every one degree C increase over 30ºC
(Halweil, 2005). If, in addition, there is also a large decrease in rainfall in
subtropical and tropical dryland/rainfed systems, crop yields would be even
more adversely affected. In tropical agricultural areas, yields of some crops
are expected to decrease even with minimal increases in temperature
(IPCC, 2001). In sum, 20-40 poor and food-insecure countries, with a pro-
jected population in 2080 in the range of 1-3 billion, may lose on average
10-20% of their production potential in cereals due to climate change
(Fischer et al., 2002). Moreover, it is expected that the income of poor farm-
ers will decline with a warming of 1.5-2ºC above preindustrial levels. (Hare,
2003). In fragile rural areas, such a change will aggravate the fate of people
that derive their livelihood from direct access to forest, grasslands, and
water courses. In developed countries crop production, in contrast, is like-
ly to benefit from climate change at least initially, compensating for the
declines projected for developing countries. Thus while global production
appears stable, regional differences in crop production are likely to grow
stronger through time, leading to a significant polarization of effects, with
substantial increases in the risk of hunger amongst the poorer nations,

WOLFGANG SACHS354



CLIMATE CHANGE AND HUMAN RIGHTS 355

especially under scenarios of greater inequality (Parry et al., 2004). Declines
in food production will most likely hit regions where many people are
already undernourished, notably Africa. 

Finally, as public health depends to a large extent on safe drinking
water, sufficient food and secure shelter, climate change is bound to have
a range of health effects (McMichael et al., 2003). On the first level, a
shortage of freshwater caused by climate change will increase risks of
water-borne disease, just as shortage of food will increase the risk of mal-
nutrition. On the second level, climate change, via both a shift in back-
ground climate conditions and changes in regional climatic variability,
will affect the spatial and seasonal patterns of the potential transmission
of various vector-borne infectious diseases. With global warming, it is
expected that there will be an increase in the geographic range of poten-
tial transmission of malaria and dengue – two vector borne infections,
each of which currently affects 40-50% of the world population. A rise in
temperatures, for example, would result in an increased prevalence of
malaria in higher altitudes and latitudes. Within their present ranges,
these and many other infectious diseases would tend to increase in inci-
dence and seasonality, although decreases would occur for some infec-
tious diseases in some areas. The human-induced warming that the world
is now experiencing is already causing 150,000 deaths and 5 million inci-
dents of disease each year from additional malaria and diarrhea, mostly
in the poorest nations (Patz et al., 2005). However, in all circumstances
actual disease occurrence is strongly influenced by local environmental
and social conditions. On the third level, climate change will be accom-
panied by an increase in heat waves, often exacerbated by increased
humidity and urban air pollution, which would cause an increase in heat-
related deaths and episodes of illness. The impact would be greatest in
urban populations, particularly affecting the elderly, the sick, and those
without access to air-conditioning. Furthermore, a reduction in crop
yields and food production will predispose food-insecure populations to
malnutrition, leading to impaired child development and diminished
adult activity (IPCC, 2001). 

Summing up these possible effects of global warming on sea levels,
water availability, and the incidence of malaria, it has been estimated that
in the case of greenhouse gas emissions that result in a global tempera-
ture rise of a rather moderate 2ºC, by the year 2050 some 25 million addi-
tional people will be threatened by coastal flooding, 180 to 250 million by
malaria, and 200 to 300 million by water shortages (Parry et al., 2001). 



Human Rights

There has been injustice in the world ever since Cain killed his brother
Abel. Similarly, the expulsion of people from their land, the assault on their
physical well-being, and the withdrawal of their means of subsistence have
always been standard instruments in the repressive exercise of power. But
only since the middle of the 20th century have such ways of holding others
cheap been thought to involve contempt for human rights. In the past,
according to the age and the local circumstances, they may have been seen
as violations of the ruler’s duties, as infringements of rights and customs, as
sins against God or as evidence of oppression. In today’s world, however,
there exists the international consensus that instances of humiliation and
impoverishment have to be measured against the norm to guarantee the
fundamental rights of every human person. By birthright, people are con-
sidered bearers of rights for protecting their dignity, regardless of their
nationality or cultural affiliation. These rights are equal, i.e., everyone
enjoys the same rights, they are inalienable, i.e., they cannot be forfeited,
and they are universal, i.e., every human being is a holder of fundamental
rights (Donnelly, 2003). Especially in an age of globalization, it is increas-
ingly the discourse of human rights that sets the terms of reference for dis-
putes over power and its victims. 

Before the Second World War it was just states that could claim rights.
The rights of persons were first recognized at the international level only
with the Universal Declaration of Human Rights, in 1948. This may be seen
as the juridical revolution in human rights (Ignatieff, 2001), which later was
complemented by a revolution in their advocacy and enforcement. The
legal breakthrough came after Nazi crimes and horrors – the worst imagi-
nable disaster for the rule of law – had shown the depths to which a totali-
tarian raison d’État can lead. That experience gave rise to a codification of
the basic political rights of each and every individual in the world vis-à-vis
state power. Subsequently, the juridical revolution made further progress
with the International Covenant on Civil and Political Rights and the
International Covenant on Economic, Social and Cultural Rights (in force
since 1976), and with the World Conference on Human Rights held in
Vienna in 1993. Although symbolic politics have often seemed to be dictat-
ing the course of things, it has become clear over the years that even rhetor-
ical affirmations can be a political weapon in the hands of the powerless.
For this reason, what Ignatieff calls an ‘advocacy revolution’ has occurred
in the 1980s and 1990s. Groups belonging to international civil society – the
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best-known being Amnesty International and Human Rights Watch – have
put various states in the dock for their violations of basic rights. In the
name of human rights, numerous campaigns have begun to interfere in
hitherto internal affairs of states. With the appointment in 1993 of a High
Commissioner on Human Rights, the United Nations gave itself an instru-
ment of its own to investigate excessive internal sovereignty claims on the
part of various states. However, an ‘enforcement revolution’ can hardly be
considered to have happened on a large scale. Nevertheless, such institu-
tions as the International Courts of Justice in Arusha and The Hague, or the
International Criminal Court set up in March 2003, demonstrate that a
trend is under way which might make human rights violations justiciable,
over and beyond the principle of state sovereignty. In any case, the three
‘revolutions’ mentioned have combined to give human rights greater promi-
nence throughout the world. 

For a long time, however, people’s economic, social and cultural rights
played a subordinate role in this growing legal awareness. This was large-
ly due to the Cold War; for the Western bloc inscribed civil and political
rights on its banner, while the Eastern bloc did the same with economic
and social rights. The two sets of human rights were ritually played off
against each other, with the result that social rights were taken no more
seriously in the West than democratic rights were in the East. But mean-
while this confrontation has resolved itself, and the inseparability and
interdependence of political and social human rights have been largely
accepted (Steiner/Alston, 1996). Indeed, it would be hard to understand
why disease or malnutrition should be less important than press censor-
ship or religious persecution in affecting people’s ability to act. Without
social and economic rights, the minimum basis for equality of civil and
political rights is lacking and, conversely, social and economic rights
without civil and political rights are robbed of the motive power of free-
dom. A minimalist conception of human rights that refers only to nega-
tive political freedoms therefore discriminates against the have-nots and
those whose livelihood is threatened; recognition of their dignity requires
the protection of economic, social and cultural rights. 

When human beings do not have the basic capability to support them-
selves with dignity, their human rights are under threat. Most societies
regard as basic requirements: the capability to obtain adequate nourish-
ment, to avoid unnecessary illness and premature death, to have adequate
housing, to earn one’s own livelihood, to be assured of physical safety, to
have equal access to justice, to appear in public without feeling ashamed,



and to take part in the life of a community [OHCHR, 2002]. The
International Covenant on Economic, Social and Cultural Rights declares
that ‘the State Parties to the present covenant recognize the right of every-
one to an adequate standard of living for himself and his family, includ-
ing adequate food, clothing and housing ...’ (Article 11) and ‘the right to
the highest standard of mental and physical health’ (Article 12). Under the
influence of this formulation – which echoes Article 25 of the Universal
Declaration of Human Rights – the debate on development has changed
its color in the subsequent decades; overcoming hunger, illness, and mis-
ery is not seen any longer as a matter of charity or solidarity, but as a mat-
ter of human rights. The need-centered approach in development has
thus been largely replaced by a rights-centered approach; moreover, it has
also been adopted by leading international organizations, such as
UNICEF, WHO, and UNDP.

Rights generate duties, but needs – in the best of cases – just compas-
sion. Anyone who speaks of rights asserts that certain institutions and
authorities have an obligation to give an account of themselves; the lan-
guage of rights strengthens the power of the marginalized. First of all, of
course, governments constitute the prime duty bearers in human rights
law. Indeed, securing human rights should be the first priority of govern-
ments, as Article 1 of the Vienna UN Conference on Human Rights has
affirmed. However, in a transnational world where the influence of states
has become more and more circumscribed while the influence of corpo-
rations and multilateral institutions is on the rise, a case can be made that
non-state actors will have to observe corresponding duties as well. It is,
after all, difficult to imagine how there can be universal human rights
without universal human duties. While the Universal Declaration limits
itself to the allusion that ‘everyone has duties to the community in which
alone the free and full development of his personality is possible’ (Article
29), the ‘Declaration on Human Duties and Responsibilities’, as it was
proposed in 1997 under the auspices of UNESCO, is much more explicit:
‘Members of the global community have collective, as well as individual
duties and responsibilities, to promote universal respect for and obser-
vance of human rights and fundamental freedoms’ (Declaration 1997). 

It is remarkable that the text, speaking about members of the global
community, is not simply referring to states, but also to transnational cor-
porations, international organizations, associations, even to all commu-
nities of people, including the individual person. Indeed, things would
look bad for human rights if only states continued to be considered duty-
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bearers in a globalized world. Instead, as philosophers increasingly argue
(O’Neill, 2000; Scheffler, 2001), all actors that exert power in a more and
more border-less world carry responsibility for the protection of funda-
mental rights. The basic dignity of people is to be safeguarded against any
form of denigrating power, regardless from whom and where it origi-
nates. For rights cannot be maintained universally, unless the duty of
observing them is shared universally. In the end, it is nothing but the gold-
en rule of ethics that underpins this conclusion, demanding that ‘what
you do not wish to be done to yourself, do not do to others’. As interac-
tions across borders intensify, rendering state borders ever more porous,
this rule provides a minimum moral ground for the recognition of uni-
versal basic rights in the emerging world society.

Rights-Based Climate Policy

The bitter consequences resulting from climate change – in particular
several decades from now – will spread across the globe, albeit in varying
degrees. Even rich countries in temperate zones are not able to shield
themselves against adverse impacts, as the 25,000 deaths caused by heat
waves in Europe in the summer of 2003 have dramatically shown. Yet
researchers converge on the general assumption that developing coun-
tries are most at risk of climate change, with damage at even low levels of
warming and increasing rapidly with rising temperature (IPCC, 2001).
Countries – and regions within countries – are disproportionately affect-
ed for basically two reasons: higher impacts and higher vulnerability. As
indicated above, adverse impacts of climate change are likely to be more
concentrated in areas of Africa, South America, and Asia. Impact profiles
differ according to kind of impact and geography, but water stress and
flooding, declining agricultural productivity and weakening ecosystem
services, crop pests and human diseases are more likely to occur in sub-
tropical and tropical countries, in coastal areas, and in arid and semi-arid
agricultural areas. Higher vulnerability, however, derives from the fact
that in many places at risk a great number of people already live under
fragile conditions, economically and healthwise. The ability to prepare
for and to cope with threats varies widely according to income and living
conditions. The impact of a hurricane in Orissa, for example, may be
much more severe than the impact of a similar hurricane in Florida.
Likewise, in 1999 there were two to three times more disaster events
reported in the US than in India or Bangladesh, but there were 14 times



and 34 times more deaths in India and in Bangladesh than in the US
(UNEP, 2002). Wealth, technology, and infrastructure facilitate adapta-
tion and the ability to cope. The poor generally tend to have much lower
coping capacities; they are more exposed to disasters, drought, desertifi-
cation, and slow economic decline. 

Climate perturbations are likely to be superimposed on economic
insecurity. As a consequence, climate impacts are at times likely to aggra-
vate the living conditions of people up to a point where their basic rights
are in jeopardy. It is for this reason that climate impacts may turn into a
matter of human rights. As people already living at the edge see them-
selves pushed over into disaster, climate effects may trigger an infringe-
ment upon economic and social human rights. This is not to say that cli-
mate-related threats (hurricanes or heat waves, for instance) to human
physical integrity under conditions of greater affluence may not consti-
tute a human rights violation as well, but they are going to be more occa-
sional and less structural in terms of their occurrence, just as they are
going to be more accidental and less predictable in terms of their loca-
tion. Impacts in poorer regions, in contrast, often add to an already struc-
turally precarious livelihood situation; it is the compounded effect of eco-
nomic insecurity and climate stress for large numbers of people that cen-
ters around the question of how much climate change should be allowed
into a human rights issue.

However, climate-related human rights are matched only by imper-
fect, not by perfect duties. Like with most economic, social and cultural
rights, the link between the right and the corresponding duty is blurred.
Just as a violation of the right to food, health, or shelter, can often not be
traced back to the action of a clearly identifiable duty-bearer, also climate
effects cannot be attributed to a culprit with name and address. Who
exactly should be held responsible for hunger and widespread illness?
While it might be possible to identify the victims, it is often impossible to
identify the responsible agent or the causal relationship between a spe-
cific action and a specific damage. In fact, an objection often raised
against the concept of economic, social and cultural rights holds that
rights make no sense unless they are combined with exact duties imposed
on specified actors who would make sure that these rights are fulfilled.
But the objection is flawed, for it militates against the basic idea that peo-
ple have some claims on others and on the design of social arrangements
regardless of what laws happen to be enforced (HDR, 2000). The absence
of culprits or judges does not nullify rights. A strictly legal conception,
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which maintains that there are no rights unless they are justicable, miss-
es out on the universalist nature of human rights entitlements.

Furthermore, climate rights call for extra-territorial responsibility,
even more so than do economic, social and cultural rights. Climate per-
turbations most clearly surpass the jurisdiction of single states, they are
in fact a striking example for the transnational character of threats in a
highly interdependent world. Under such circumstances, the human
rights obligations of states and non-state actors cannot simply stop at ter-
ritorial borders; rather, they reach geographically to other countries as
well. As the Special Rapporteur to the Human Rights Commission on the
Right to Food has recently stated: ‘Governments must recognize their
extraterritorial obligations towards the right to food. They should refrain
from implementing any policies or programs that might have negative
effects on the right to food of people living outside their territories’
(UNCHR, 2005). When the right to food is threatened by climate change,
the principle of extra-territorial obligations becomes even more relevant,
given that rich countries are largely responsible for climate perturbations
in poorer countries. Just as climate effects reach to the ends of the earth,
the geographical scope of responsibility has become global as well. 

However, this responsibility is in the first place a negative one; it implies
avoiding harmful action rather than intervening to provide conditions for
an unmutilated life. In other words, climate responsibility is first of all a
matter of self-limitation on part of high-emitting nations and social groups,
not a matter of benevolent imperialism bent on improving the world. It is,
incidentally, the liberal core of human rights law to emphasize negative
obligations, i.e., to call on power-holders to refrain from actions that
infringe upon people’s integrity. Since institutions are nothing but consoli-
dated systems of action, the human rights imperative can be reformulated
by saying that social institutions – including, one might add, energy sys-
tems – should be shaped in such a way that they do not structurally and per-
manently undermine fundamental rights (Pogge, 2002). Under human
rights law, governments are supposed to carry out a triple task with regard
to the rights to food, health, and housing (Steiner/Alston, 1996). They are
first and foremost obliged to respect these rights by avoiding violating them
through state measures; they are further required to protect them against
powerful third parties, such as industries or landlords; and they are, in the
end, expected to fulfill them only through positive action by facilitating
access to food, health or housing. It would follow to apply the same hierar-
chy of obligations to climate rights; the right to live in freedom from



human-induced climate perturbations has first to be respected by avoiding
harmful emissions nationally, it has, secondly, to be protected against third-
party emissions of countries or corporations through international cooper-
ation, and it has, thirdly, to be fulfilled by upgrading people’s capability to
cope with climate change through adaptation measures, such as dam-
building, resettlement, or land redistribution.

Mitigation and Adaptation

In 2005, the Inuit Circumpolar Conference filed a legal petition to the
Inter-American Commission of Human Rights demanding that the US
limit its emissions. This move on part of the people living in the Arctic
represents the first legal case brought against a high-emitting nation in
defense of economic, social and cultural human rights. The petition is
based on both long-term projections and current experience (Watt-
Cloutier, 2004). Scenarios project massive thinning and depletion of sea-
ice, with the result that ice-inhabiting marine species – seals, walrus, and
polar bear – may be pushed to extinction by 2070-2090. And current expe-
rience shows that Inuit hunters run into growing difficulties in predicting
weather conditions, the solidity of sea-ice, and the location of species to
be harvested. Many indicators suggest that global warming is threatening
the ability of Inuit to survive as a hunting-based culture.

From a human rights point of view, the classical policy responses to
dangerous climate change, mitigation and adaptation, acquire an addi-
tional urgency. As to mitigation, human rights considerations need to
enter into the definition of what constitutes dangerous climate change.
They direct attention to the most vulnerable sections of the world popu-
lation, suggesting a frame of evaluation that is consistent with the basic
law that governs world society. However, negotiations at present fail to
define a target of tolerable climate change that would sufficiently protect
the fundamental rights of the most vulnerable people. The IPCC low con-
centration scenario results in a CO2 concentration of 450 ppm CO2 and a
total greenhouse gas concentration equivalent to about double pre-indus-
trial levels. This would produce a long-term temperature increase of
about 2.5ºC at the present best estimate of climate sensitivity (Hare,
2003). However, a survey of possible impacts (Exeter Conference, 2005)
suggests that a target that avoids systematic threats to human rights
would need to keep the global mean temperature increase below 2ºC
above pre-industrial levels. It is obvious that such a target calls for miti-
gation commitments far beyond the Kyoto Protocol. 
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One reason, however, for the neglect of a human rights approach so
far is the prevalence of a utility-based framework of evaluation in climate
research and politics (Rayner/Malone, 1998). In this framework, benefits
of climate mitigation are weighed against its cost in order to optimize
both the amount and the time of protection measures. Achieving optimal
welfare on the national or global level is the overriding goal. Yet the focus
on aggregate welfare is largely incompatible with a focus on rights. For a
rights-based framework centers on individual, local or ethnic rights that
are not to be violated even at the expense of the aggregate good. It con-
centrates on the distribution of advantages/disadvantages across single
groups, not on the maximization of welfare at the collective level (Höffe,
1989). It is therefore immune against considerations like the one, for
example, that the flooding of the Maldives might be a cost to be justified
by the aggregate benefit of unhindered growth. The utility approach is all
too often inclined to trade away rights for higher aggregate welfare, while
human rights are clearly absolute rights; they cannot be traded for high-
er incomes or disregarded because of a majority opinion. 

Finally, human rights considerations also call for vigorous measures
to facilitate adaptation to unavoidable climate change. Inasmuch as mit-
igation is insufficient, the polluter-pays principle requires that high-emit-
ting nations offer compensation for damages caused. In particular, in a
human rights perspective they are obliged to prevent violations of eco-
nomic, social and cultural rights by adequate protective measures. These
may range from upgrading health care, to investments in construction, to
the building of dams. Governments, however, have so far not been very
forthcoming; only a levy on projects in the framework of the Clean
Development Mechanism is earmarked for this purpose up to this date. In
any case, there can be no doubt that the adherence of the more affluent
countries to human rights principles will be put to a hard test as long as
emissions remain at current levels.

Whose Atmosphere?

During climate negotiations, both developed and developing countries
– apart from the Island States – have shown little interest in defining low-
danger emission caps. All parties disregard the fact that, when it comes to
capping emissions, the choice is between livelihood rights and the desire
for affluence. The task of keeping the temperature rise below 2ºC appears
too large and too threatening to the economic interests of consumers and



corporations. In particular, it still seems to have escaped the attention of
developing countries that climate protection is of the utmost importance
for the dignity and survival of their own people. It is time they became
protagonists of climate protection, because climate protection is not sim-
ply about crops and coral reefs, but fundamentally about human rights.

The Kyoto Protocol fails to live up to this challenge. It does not demand
serious reductions from the North, nor does it include newly industrializ-
ing countries from the South. Nevertheless, for the second commitment
period of the Kyoto process, an ecological breakthrough cannot be expect-
ed unless the South assumes commitments as well. In fact, current emis-
sions from developing countries alone would already overstress the absorp-
tive capacity of the atmosphere, even if all of the industrial countries were
to vanish from the Earth by a stroke of magic (Ott et al., 2004). Without the
participation of the newly industrializing countries, global climate protec-
tion is bound to fail.

At this point, however, fairness might become the only realistic option
(Athanasiou/Baer, 2002). For it turns out that the human rights issue can
probably not be solved without addressing the issue of an equitable distri-
bution of benefits from fossil fuel use – the second dimension of climate
equity. This is why developing countries will refuse to cooperate as long as
they have reason to fear that reduction commitments on their part will con-
solidate the inequality among nations for eternity. They will perceive any
request to cooperate as an attempt of the well-to-do to pull up the ladder by
which the rich themselves have climbed to success and power. Saving the
climate at the price of long-term inferiority is not an option for them.
Indeed, why should countries such as India, Brazil or China enter an agree-
ment that would constrain them for an undetermined period of time to
emit fewer greenhouse gases than industrial countries? It is difficult to
avoid the conclusion that without greater fairness between North and
South all appeals for effective climate protection will be in vain.

Fortunately, the terrain for greater fairness among nations is not
entirely unprepared. Already the Climate Convention of 1992 has under-
lined the significance of international distributive equity. As Article 3.1
states, ‘The Parties should protect the climate system for the benefit of
present and future generations of humankind, on the basis of equity and
in accordance with their common but differentiated responsibilities and
respective capabilities. Accordingly, the Parties of the developed countries
should take the lead in combating climate change and the adverse effects
thereof’. Only developed countries are expected to assume reduction com-
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mitments and financial burdens, while developing countries have just
reporting duties. This unequal distribution of commitments arises from
the unequal responsibility of countries for climate change. As it happens,
industrialized countries are responsible for the bulk of carbon dioxide
emissions in the past and in the present. Since 1800, approximately 80%
of the rise in cumulative emissions is attributable to the industrialized
countries; at present they are responsible for nearly 50% of global carbon
dioxide emissions, yet the industrialized countries represent only 25% of
the world population. In the light of this situation, only industrial coun-
tries are subject to reduction commitments under the Kyoto Protocol. 

However, the way in which reduction commitments have been dis-
tributed among the industrial countries in Kyoto was a matter of accident
and political shrewdness rather than systematic consideration. There is
no explanation why, for instance, Australia, was granted a further rise in
emissions of 8% while Japan was forced to reduce emissions by 6%. In
any case, rules for the distribution of reduction commitments will be at
the center of attention the moment developing countries are expected to
come onboard a governance system for climate protection. The atmos-
phere, however, belongs to nobody in particular and to everybody equal-
ly; in other words, the atmosphere is a global common good. In the
future, who should be allowed to use it, and by how much? What princi-
ples should determine the fair distribution of the ‘cake’ that is available?

Among observers of the negotiations, this issue has been hotly debat-
ed for some time (Brouns, 2004). For instance, some put forth the grand-
fathering principle, according to which each nation has to accept equal
reduction commitments, disregarding the present unequal distribution of
emissions. However, as such a principle would maintain the global wel-
fare gap; it can hardly be considered fair. Brighter prospects are offered
by the capabilities principle that demands commitments according to the
capability of countries to reduce emissions. Economically strong coun-
tries are expected to carry the bulk of the reduction load, regardless of
how efficiently they use energy. This proposal may be fair, but it is eco-
logically counterproductive, as wasteful countries would enjoy an advan-
tage. A third principle calls for a distribution of commitments according
to the historical responsibility of countries for loading the atmosphere
with greenhouse gases. Each country’s obligation would be measured by
its relative contribution to global warming. Indeed, in 1997 Brazil intro-
duced a proposal along these lines to the climate negotiations; the issue
of equity has been squarely on the agenda of environmental diplomacy



ever since. Countries are expected to assume obligations according to
their share of cumulative emissions, given that the ominous concentra-
tion of greenhouse gases in the atmosphere has been built up over 150
years. Such a scheme would place the biggest burden by far on industri-
al countries. However, it is doubtful to what extent responsibility can be
assumed for actions that have been adopted in ignorance of their conse-
quences. After all, the possibility of a greenhouse effect was known to just
a handful of specialists before the 1980s.

The situation is different when it comes to the equal entitlement
approach (Meyer, 2000). This calls for a framework that respects the prin-
ciple of an equal per capita right to the Earth’s atmosphere. Most other
allocation schemes would repeat a colonial style approach, granting dis-
proportionate shares to the North. If the use of a global common good
has to be restrained through collective rules, it would violate the princi-
ple of equity to design these rules to the advantage of some and the dis-
advantage of many. The equal right of all world citizens to the shared
atmosphere is therefore the cornerstone of any viable climate regime.
Therefore, for the second commitment period of the Kyoto Protocol, a
process should be initiated whereby each country is allocated emission
allowances based on equal rights per capita. This is hard on the North,
but not unfair, as in exchange for accepting the rule of egalitarianism in
the present, industrial countries would not be held liable for emissions
accumulated in the past.

Assuming an equal right to the Earth’s atmosphere, broadly speaking
it is possible to envisage different development paths for North and
South. All countries are expected in the long run, to converge upon a sim-
ilar level of fossil energy-use per capita. The North will contract, while the
South will expand towards a convergence with the North. Over-users will
have to come down from their present level, while under-users are per-
mitted to raise their present level, albeit at a gradient that is much less
steep than the one industrial countries went through historically, leveling
off at the point of convergence. However, the convergence of North and
South on equal emission levels cannot be achieved at the expense of con-
traction, i.e., the transition to globally sustainable levels of emissions.
Once again, sustainability gives rise to equity. Indeed, the vision of ‘con-
traction and convergence’ combines ecology and equity most elegantly; it
starts with the insight that the global environmental space is finite, and
attempts to fairly share its permissible use among all world citizens, tak-
ing into account the future generations as well. 
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PROMOTING HUMAN HEALTH AND FACING GLOBAL
CHANGES: THE CUBAN EXPERIENCE1

ISMAEL CLARK ARXER

The 20th century has witnessed the globalization and international-
ization of economy and society, the increasing application of scientific
knowledge with the discovery of new technologies, and the evolution of
economic, financial and commercial processes at planetary scale. All of
those processes, in their common interaction, have experienced an expo-
nential acceleration in its growth. In spite of the fact that those process-
es are presented as promoting human development, the reality we face at
the beginning of the 21st century is that they have brought new and
increasingly harsh crisis situations that periodically affect all of humani-
ty (Meadows D.H. et al., 1972).

Mainly in the last decade, this has been happening under economic
principles sustained by the general application of the so called ‘market
laws’. Instigated by the principles of the Washington Consensus, the organ-
izations of the Bretton Woods system established standards for economic
development that were applied all around the world in very different local
situations, often with well known negative results (Williamson J., 1999).

Now, with over five hundred years of growing globalization and the
rule of capitalistic principles over the world economy, human society,
although capable of increasing awareness of nature, of the universe that
surrounds us, and of its own internal organization, faces a situation in
which very few solutions seem possible to cope with the challenges that
loom on the horizon, including challenges to the mere survival of our own
species on this planet (Wallerstein, 1997).

1 The paper was sent originally in Spanish and translated and read at the Pontifical
Academy of Sciences by Sergio Jorge Pastrana.



We all know the results of colonialism and neo colonialism, which we
continue to suffer even today. Until now, this process of indiscriminate
appropriation of natural resources and control and manipulation of
underdeveloped economies, far from disappearing, continues to go ahead
by a variety of means, including war. 

We live in a world that declares one thing and does another. Goals are
established to balance the situation between the developed centre of the
world and its underdeveloped surroundings, but in reality the policies
and economic measures that are applied increase the concentration of
wealth, the polarization of social groups, social exclusion, extreme pover-
ty, and the squandering of the natural resources of the planet.

In this context, international institutions, governments, and the
majority of the social forces in the world continue to be hypnotized by the
mirage of the growth of the gross domestic product as the right measure
and level to identify achievements in development. The concept that
wealthier societies are those that achieve a higher human development is
commonly and practically accepted with scarce dissent. 

The presence of cyclic crises and the menace they represent for the
survival of the human species call for alternative options to reverse those
negative processes that make increasingly uncertain the long-term viabil-
ity of human societies.

A closer look at the Cuban experience in the field of public health and
human welfare in the last forty five years could help understand how to
increase human development without necessarily looking first for some
economic growth in order to increase afterwards that social development,
but doing practically the opposite. In a significant manner, our concep-
tion is practically the opposite of those sustained by the supporters of
total economic deregulation (Spiegel & Yassi, 2003).

In Cuba, since 1959, profound changes of political and social nature
have promoted important human development goals, with special
emphasis and well acknowledged results in the public health field
(Gordon et al., 2004), (WHC, 2002), sustained by systematic measures
addressed to focus the principal efforts of all of Cuban society towards
definite goals:

1) A high level of social equity (Galbraith, 2002). This has included
legal, economic, and also educational measures for the elimination of any
kind of discrimination due to race, gender, social origin, religion, etc., the
overwhelming participation of women in social work, and the achieve-
ment of total employment. Moreover, it has also included the agrarian

ISMAEL CLARK ARXER370



PROMOTING HUMAN HEALTH AND FACING GLOBAL CHANGES: THE CUBAN EXPERIENCE 371

and housing reforms, the equal distribution of economic results, and the
organization of a vast system of social security.

2) The pre-eminent and sustained promotion of education, starting
with the wiping out of illiteracy in one year, which at that moment
reached practically 60% of the population, and also making all education
public and totally free, up to the university level. Today the educational
level of all of our population is at least of nine grades and there are almost
nine hundred thousand university graduates, including more than seven-
ty thousand doctors, in a population of little over eleven million persons.
The ongoing process of bringing the university to the municipal level will
soon, without doubt, multiply this achievement even more.

3) The articulation of a national health system, totally free of charge
and universal, based on the systematic formation of human resources,
that provides total coverage at the primary health care level, and which
also has an effective secondary level, capable of reducing diseases and
mortality, besides creating a third health care level of a high scientific and
professional quality, provided with the best technological means in this
field. This effort has also implied the establishing of an advanced infec-
tious disease surveillance system, and the progressive transformation of
the national health system into one of the cornerstones of all of the eco-
nomic and social structure of our society.

4) The creation of a proficient national scientific capacity (Wagner et
al., 2001) based on a continuously sustained political will addressing the
promotion and support of local scientific development, and articulated
with the educational promotion of talents, and the creation of high level
research institutions, functionally integrated with several other entities of
the national economy, and all devoted to support both scientific research
and the practical implementation of scientific results.

5) The promotion and practice of solidarity, with social relations
depending on cooperation instead of competition, creating the conditions
for promoting social ethics with a high sense of solidarity. This means,
even today, identifying the human groups within society that either need
more attention or are more vulnerable, in order to act adequately vis-à-vis
each one of them, using all the social means at our reach (Alvarez &
Máttar, 2004). At the same time, as a natural extension of this social
ethics, it is of customary practice, and a state policy, to share what has
been accomplished in Cuba with other less advanced societies.

A great deal of evidence can be supplied to show the interrelation, in
the Cuban experience, of the abovementioned important factors. We shall
mention only a couple of them:



– Over twenty thousand Cuban doctors, nurses and health personnel
work as volunteers, providing direct health assistance to people in dozens
of countries all over the world. Their work in health education, as well as
in the task of prevention and in the provision of direct medical assistance,
both at primary and secondary level, show in every case a positive direct
impact in sensitive indicators, such as infant mortality rate. 

– A new vaccine for Haemophilus influenzae, obtained from a synthet-
ic antigen produced by a Cuban group of research has been developed
recently in collaboration with a Canadian group, and has been added to the
numerous vaccines and biotechnological products obtained in our country
and presently used by other countries as well, among them: those aimed to
prevent meningitis produced by meningococcus B, hepatitis type B, etc.
Recently, the government of the United States of America gave authoriza-
tion – very seldom given when Cuba is involved, as you probably know – to
establish an agreement with an institution of that country devoted to test-
ing and developing a therapeutic vaccine obtained by Cuban scientists for
the treatment of a number of malignant cancer tumour processes.

– The national production of medical instruments and equipment,
conceived basically to cover national needs at lower costs, has reached
increasingly important export levels, and already includes electrocardio-
graphs, defibrillators, vital functions monitors, equipments and means
for immuno-enzymatic microanalysis, and modern neurophysiology and
brain imaging devices. 

These and other examples that could be mentioned are not intended
to showcase an idealistic or apologetic vision of the Cuban experience.
Though, all that has been achieved in Cuba in this field can be better
assessed if we remember that our country continues to face an economic
blockade that has lasted for over 45 years. This inhumane harassment has
caused, until now, a calculated loss of not less than seventy nine thousand
million dollars, not to mention the human suffering and calamities that
our people have faced for so long due to its ever increasing, never decreas-
ing, enforcement.

The purpose of these notes is to state our conviction, based on prac-
tice, that with relatively modest material resources it is possible to
achieve substantial results whenever those resources are not limited by
the application of senseless and inhuman economic models, but instead,
the promotion of education and knowledge sharing, and the practice of
social ethics based on solidarity are the guiding principles in the organi-
zation of society.
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That seems to be, in our opinion, the only possible way for underde-
veloped countries to face the challenges of the present processes of glob-
al change. At the same time, to work towards the elimination of the
increasing divide in development is also in the best interest of rich coun-
tries, so it is imperative to request their contribution to those efforts in
terms of ethics and moral standards.
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GLOBAL ENVIRONMENTAL CHANGE
AND HUMAN HEALTH
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D.L. HEYMANN, P. MARTENS, W. STEFFEN & M.E. WILSON

The Earth’s environment is showing signs of strain from a burgeoning
world population and its impact on the planet’s life support systems, cre-
ating headlines almost every day: increasingly crowded subsistence farm-
ing of pigs and poultry in southern China and Southeast Asia makes the
emergence of new strains of avian influenza more likely, escalating the
risk of new epidemics in humans. Climate change over the preceding
three decades doubles the probability of severe heat waves in Western
Europe, and in August 2003, a heat wave in Europe kills in excess of
30,000 people. Coastal deforestation and the clearing of mangrove forests
exacerbate the impact of the 2004 tsunami in Asia. Poverty-driven pat-
terns of human settlement in Central America multiply the damage to life,
limb, and infrastructure caused by Hurricane Mitch and Hurricane Stan.
The list goes on…

These amplifications of environmental impacts on human popula-
tions are facets of the ongoing, now dramatic, extension in both scale and
type of the human impact on the natural environment, and the resultant
risk to health. The sharp rise in human population in the 20th century,
accompanied by energy and resource intensive economic development,
has rendered this human impact so large and pervasive that it now entails
perturbation of the Earth System itself (Andreae et al., 2004; Steffen and
Lambin, 2006). These disruptive changes to natural biogeophysical sys-
tems weaken Earth’s life-support systems, and are referred to as Global
Environmental Change (GEC). In this paper, we will use the term GEC to
represent the biological, chemical, and geophysical aspects of Global
Change, i.e., the pervasive change in the Earth System that also includes
the social, economic and political aspects (Steffen et al., 2004b).
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1. GLOBAL ENVIRONMENTAL CHANGES

The best known component of GEC is global climate change, which,
like stratospheric ozone depletion, affects the entire planet. Diverse
sources of greenhouse gases (GHG) around the world – power-generating
plants, factories, vehicles, wet farmlands, deforested areas, and others –
change the composition and, hence, the heat-trapping properties of the
lower atmosphere. The resultant change in climate occurs at a global
scale, affecting populations everywhere, notwithstanding the many origi-
nal local sources of the gaseous emissions. One of the great problems that
stands in the way of finding a course of action to mitigate climate change
is just this disconnect between local cause and effect. Because it is only
the integrated effect of a vast number of local emissions that results in cli-
mate change, it becomes difficult for individuals and policymakers to
associate their actions (emissions) with their consequences (climate
change). In fact, it appears that the populations most vulnerable to
human-induced climate change are not those that cause most of the GHG
emissions, but people in the developing world who contribute minimally
to the atmospheric burden of these gases (Shah et al., 2006).

Along with these globally integrated atmospheric changes, human
actions are also causing marked changes in the local, regional, and glob-
al cycles of nitrogen and phosphorus, and have initiated the global dis-
semination (especially to higher, non-industrial, latitudes) of semi-volatile
persistent organic chemical pollutants (POPs). Various other worldwide
environmental changes also reflect the escalating extent and intensity of
human pressure on the global environment. These include disruptions to
ecosystems, land degradation, biodiversity losses, depletion of freshwater
resources, and critical pressures on ocean fisheries (Schellnhuber et al.,
2004; Dobson, 2006; Meybeck, 2006).

The complexity and scale of these various GECs, which often entail
changes to ecological and geophysical processes, make the identification
and quantification of the resultant health risks difficult. This paper
explores the relationships between various types of global change, their
social, demographic and economic drivers, and their impacts on popula-
tion health. It suggests some areas for future research, and proposes pol-
icy guidelines for the achievement of sustainable development and,
hence, the reduction in risks (present and future) to human health that
result from existing practices.

While awareness of the processes of globalization and global environ-
mental change has increased in recent years, there has been insufficient



attention paid to the interconnectedness and likely consequences of these
processes. These large-scale changes represent a new dimension to the
state of the world in which we live – an era now referred to by some as
the Anthropocene, due to the overwhelming dominance and influence of
the human species (Steffen and Lambin, 2006). The changes reflect the
continued expansion of the human population, the magnitude and grow-
ing intensity of economic activity (including escalating levels of con-
sumption and waste generation), and the associated impacts on social
structures, wealth distribution, geopolitical relations, and environmental
systems and resources. 

Much of the recent discourse on ‘sustainability’ has focused on whether
humans can maintain current levels of social and economic activity with-
out depleting the natural environmental resource base. There has been lit-
tle recognition of the risks that GEC pose to the health, perhaps even sur-
vival, of human populations, both present and future. Yet (viewed anthro-
pocentrically) the reason for seeking to optimize social structures, environ-
mental integrity and economic productivity is essentially to improve
human well-being, health and survival. We ought, then, to recalibrate our
discussion of ‘sustainability’ to take explicitly into account the implications
of global environmental changes for human health. 

2. DRIVERS OF SOCIAL AND ENVIRONMENTAL CHANGES, INTERACTIONS, AND HEALTH

IMPACTS

The continuing global population growth (Lutz, 2006), increasing lev-
els of material wealth and consumption, prevailing technologies, and
aspects of globalization (increases in human inter-connectivity – eco-
nomic, physical, cultural, microbial, electronic, etc.) are the fundamental
drivers of these environmental changes. Over recent decades neo-liberal
market-driven economic policies, with reduced governmental controls on
industrial pollution, have amplified these environmental pressures fur-
ther. Meanwhile, these underlying large-scale drivers are also having
increasingly pervasive effects on social, economic and political conditions
around the world.

Much attention has been paid to how urbanization, social change, trade
liberalization, and environmental change affect outcomes such as social
relations and community cohesion, economic development, levels of pover-
ty, air quality, and food production and distribution. Less attention has
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been paid to how these changes affect human population health. Yet, the
trend in human health, observed over decadal time, is clearly a key indica-
tor of whether society at large has achieved a sustainable way of managing
the natural and social environments (McMichael, 2002; Huynen and
Martens, 2006). The huge disparity in economic wealth across nations, and
the resultant inequitable distribution of public health status can be visual-
ized in the form of ‘cartograms’ (Gastner and Newman, 2004), where coun-
tries are drawn in a size proportional to population, gross domestic prod-
uct (GDP), and child mortality (Figure 1, see page 420).

Over the short term, material conditions have improved in most pop-
ulations, and average life expectancy has continued to rise. However, over
the past decade, life expectancy has decreased in a dozen or more coun-
tries (McMichael et al., 2004); infectious diseases seem to have become
more labile in distribution, resurgence, and emergence (Morens et al.,
2004; Weiss and McMichael, 2004; McMichael, 2006); and the total num-
ber of malnourished persons in the world has risen slightly over the past
half-decade, after declining during the 1990s (FAO, 2005). Meanwhile,
there are rising concerns about recent trends in many material environ-
mental indicators – freshwater availability, urban air quality, supplies of
energy (the ‘peak oil’ debate), and the prospects for continuing to feed the
world population on the basis of sustainable production methods. 

Figure 2 provides a simple representation of how the various major
components of ‘global change’ – encompassing changes in demographic
patterns, social-cultural relations, the economy, technology, and the envi-
ronment – affect population health. The interactions between these com-
ponents are also shown.

A fuller model would incorporate the ways in which the health sub-
system may feed back into the socioeconomic subsystem and ultimately
into GEC. The interconnected components of global change, with the
added dimension of health feedback, are shown conceptually in Figure 3.

The implications of population health deficits for economic productiv-
ity and, in turn, socio-economic development have recently been examined
in detail (Bloom and Canning, 2000; Commission on Macroeconomics and
Health, 2001; Sachs and Malaney, 2002). The unabated burden of malaria
in Africa has been calculated to have halved the growth rate of income per
capita during 1965 through 1990 (Gallup and Sachs, 2001). In China, air
pollution takes a high toll on human health and thereby also causes large
economic costs (Brajer and Mead, 2004). Finally, the extreme example of
the ballooning impact of HIV/AIDS in Sub-Saharan Africa on economic
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productivity, as the ranks of teachers, farmers, health workers, and others
are depleted, is now well known (Piot et al., 2001). The initial impact may
be of an arithmetic kind, but the future impact may increase exponentially
due to the erosion of social, educational and cultural institutions. 

While poor population health can impair society’s overall economic
advance, the typically uneven distribution of poor health within the pop-
ulation often exacerbates poverty. Poverty, especially in combination with

Figure 2. Schematic representation of the main components of ‘global change’ (com-
prising the area shown against shaded background), and the paths by which they affect
human health and disease.

Figure 3. Relationships between socioeconomic conditions, environmental changes, and
human health, showing the complexity of this system.
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population, increases the pressure on the natural environment. These
interactive relationships have recently been examined in detail by the
Millennium Ecosystem Assessment (Hassan et al., 2005). 

Ultimately, the outcome of the interactive processes between human
society, ecosystems and climate will depend on the resilience of social and
economic systems, ecosystems, and climate (Butler et al., 2005;
Carmichael, 2006; Huynen and Martens, 2006; Jäger, 2006). Limited
health effects and ecosystem disruptions, coupled with appropriate social
responses, can be accommodated in scenarios where population health
improves in both poor and wealthy populations. On the other hand, a
combination of degraded ecosystem services and poor governance could
lead to ‘system failure’ with dramatic harm to human health and well-
being, precipitating further collapse of social and economic systems
(Butler et al., 2005). This, in turn, can be expected to have major conse-
quences for climate scenarios. The highly coupled character of the system
depicted in Figures 2 and 3 implies the probability of strongly non-linear
responses, including abrupt ‘state transitions’, as we enter previously
unexplored regimes of the Earth System as a consequence of human per-
turbations (Steffen et al., 2004a; Steffen and Lambin, 2006).

3. EFFECTS OF GLOBAL ENVIRONMENTAL CHANGES ON HUMAN HEALTH

The escalating levels of environmental change are having observable
effects on many plant and animal species (Houghton et al., 2001; Hassan et
al., 2005). For example, global climate change over the past quarter-centu-
ry has affected the seasonal cycles, geographic distribution, numbers, and,
in some cases, survival of plant and animal species (Parmesan and Yohe,
2003; Root et al., 2003). In some cases, e.g., extinctions of amphibians from
infectious disease, a clear connection between climate change and animal
disease has been identified (Pounds et al., 2006). In human populations,
however, patterns of health and disease are affected by many social, envi-
ronmental, behavioral, health-care and other factors. Hence, the attributa-
ble impacts of GEC on human health are less clear-cut than in non-human
systems. Still, a recent assessment by the World Health Organization
(WHO) has estimated that the climate change which has occurred by the
year 2000 (about 0.7ºC over the last 100 years) is already responsible for
over 150,000 deaths and ca. 5 million ‘disability-adjusted life years’ per year
(Figure 4, see page 421) (World Health Organization, 2002).

Changes in the environment affect human health via diverse pathways.
This is well illustrated by the diverse ways in which regional climate change



and land-use change affect infectious disease patterns (Foley et al., 2005;
Patz et al., 2005; Confalonieri et al., 2006; Heymann, 2006; McMichael,
2006). Global patterns of parasitic and infectious disease species diversity
show close connections to climate and total species diversity, with maxima
in tropical regions (Guernier et al., 2004). Changes in biological and eco-
logical relationships often modify the distribution and behavior of vector
species and intermediate host species, thereby altering the transmission of
infectious disease (Dobson, 2006). Examples include changes in the pat-
terns of tick-borne encephalitis in Sweden and Lyme disease in the north-
eastern United States, and the emergence of Nipah virus disease in humans
as a result of the combination of intensified pig-farming, increasing defor-
estation, and altered ecology in Malaysia (Lindgren et al., 2000; Ostfeld and
Keesing, 2000; Harvell et al., 2002; Weiss and McMichael, 2004; Olival and
Daszak, 2005; Eaton et al., 2006). 

The rate of entry of microbes, both novel and previously encountered,
into human populations is increased both where high human-population
densities are in close contact with animal reservoirs of infectious disease,
and where food production methods have been intensified (Weiss and
McMichael, 2004). Pathogens can be exchanged between domestic and
free-living wild animals in both directions, and can be passed to humans
from both domestic and wild animals. This transfer of pathogenic
microbes between animals and humans, and the resulting potential for
emerging infectious diseases, poses a serious threat to human health
(Daszak et al., 2000; Wolfe et al., 2005).

Meanwhile, malnutrition – which remains widespread in many devel-
oping countries and is sometimes exacerbated by environmental changes
including land degradation, fisheries depletion, and climatic extremes –
creates large immune-compromised populations into which infectious
diseases spread more easily. 

Global environmental changes also affect the occurrence of non-infec-
tious diseases and the risk of physical injury and death. A very important
example is that of malnutrition and associated disorders as a result of the
combined stresses on agricultural yields from various forms of environ-
mental change – including land degradation, freshwater shortages, cli-
mate change, and altered patterns of plant pests and diseases (Gregory et
al., 2005; Meybeck, 2006). Models that forecast the effect of climate
change on agricultural yields over coming decades indicate a pattern of
gains in developed countries and declines in developing countries, where
food production is often already insufficient. According to the WHO,
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about 800 million people are presently undernourished, with almost half
of them living in Africa (World Health Organization, 2002). The antici-
pated nutrition declines in the developing world would further exacerbate
malnutrition and the risk of famine (Shah et al., 2006). 

The risk of injuries and deaths increases during extreme weather
events (floods, hurricanes, etc.) and very hot weather (McMichael et al.,
2006). Extreme events, such as the European heat wave of 2003, which
caused 22,000-45,000 excess deaths during a two-week period (Patz et al.,
2005), are expected to increase during the 21st century as the average
temperature of the Earth increases and climatic patterns become more
variable (Stott et al., 2004). 

The warming effect of anthropogenic GHG has been offset partly by
the net cooling effect of atmospheric aerosol particles, which are released
primarily by burning fossil fuel and biomass (Houghton et al., 2001;
Andreae et al., 2005). Aerosols also affect the behavior of clouds and
thereby the formation of rainfall, with as yet unknown consequences for
water supply in susceptible regions. Aerosol particles also cause diverse
adverse health effects, contributing to both non-infectious and infectious
diseases, with resultant global excess mortalities in the millions annually
(Pope et al., 2002; Smith and Mehta, 2003; Schwartz, 2004). It has recent-
ly been estimated that exposure to aerosol pollution reduces the average
life expectancy by 8.1 months in the 25 EU countries, reaching as high as
13.2 months in Belgium (Amann et al., 2005). Aerosol pollution is not lim-
ited to industrialized areas, and now covers vast regions of the world, par-
ticularly in Asia and other developing regions. The resulting regional haze
from anthropogenic aerosols also reduces solar radiation and thereby
reduces crop yields, promoting malnutrition and associated health risks
(Chameides et al., 1999). The future dilemma, discussed below, is that a
reduction in aerosol pollution will also accelerate global warming.

From a socio-economic perspective, the ecology of modern urban living
has changed the calculus of benefits and risks to health. One example, now
being widely discussed, is the surge in prevalence of obesity in many coun-
tries, especially in urban populations. This population-level phenomenon
reflects the ready access of a community to energy-dense foods and to a pat-
tern of daily living with diminished need for physical activity. This surge in
obesity is occurring especially (and without precedent) among children and
teenagers; it will result in a rise in the incidence of serious adult diseases
(diabetes, cardiovascular disease, and others) and, very likely, a decrement
in that generation’s average life expectancy (Olshansky et al., 2005). 
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4. EFFECTS OF CHANGES IN POPULATION HEALTH ON THE ENVIRONMENT

In the previous section, we have discussed how environmental
changes affect human health. Influences in the opposite direction, i.e., the
effects of changes in population health on the global environment and cli-
mate, are less obvious and less well understood. Yet, there is evidence for
important, though indirect, causal connections that link environmental
change to population health and growth. Historical analysis of the growth
of the human population, from prehistory to the present, indicates that
agricultural expansion and deforestation has resulted in increases in
atmospheric CO2 and methane. Conversely, massive pandemics, such as
the one that followed European colonization of the Americas and the
resulting introduction of infectious diseases, have led to regrowth of
forests and a concomitant drop in atmospheric carbon dioxide concen-
tration (Ruddiman, 2003; Ruddiman and Carmichael, 2006). 

Looking from the past into the future, we see that policies intended to
improve human health by tightening aerosol emission regulations may
have negative climate effects. As discussed in the previous section, the
growing awareness that aerosols impair human health results in increas-
ing pressure for regulations limiting aerosol emissions. These regulations,
however, would also eliminate the aerosol’s cooling effect on climate. As
a consequence, greenhouse-induced climate change may actually acceler-
ate as a result of policy decisions on aerosols that are primarily motivat-
ed by public-health concerns. Much preferable would be a balanced poli-
cy that incorporates the parallel reduction of both greenhouse gas and
aerosol emissions (Andreae et al., 2005).

At the most fundamental level, the pervasive improvement in public
health in the 19th and 20th centuries has ultimately made possible the mas-
sive global change that the world is experiencing at present. Improvements
in health care, urban sanitation, domestic hygiene, nutrition, and literacy
have resulted in greatly reduced infant/child mortality and have facilitated
rapid growth in the human population. By reducing costs associated with
mortality and disease, they have also allowed increasing accumulation of
wealth in the hands of individuals, enabling the development of a consumer
society. This, together with an increasingly energy-intensive and carbon-
intensive economy over the past century, has caused the rapid build-up of
anthropogenic greenhouse gases in Earth’s atmosphere.

The underlying relationship between demographic and economic
changes and environmental impacts was originally expressed by Ehrlich
and Holdren in the form of the ‘IPAT Equation’ (Ehrlich and Holdren,
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1971). Although this simple equation cannot adequately express the com-
plexities of interactions between humans and the environment (and
makes no explicit reference to ‘health’), it illustrates the fundamental
quantitative relationship between population size and vigor, human eco-
nomic activities, and environmental impact (Chertow, 2001). 

IPAT is an identity stating that environmental impact (I) is the prod-
uct of human population size (P), level of affluence (A), and type of tech-
nology (T):

I = P·A·T

In the context of CO2-driven climate change, this equation is refor-
mulated as:

Carbon emission = Population * (Unit GDP/capita) * [(Unit CO2)/(Unit
Energy) * (Unit Energy)/(Unit GDP)] 

Although human population health is not present explicitly in the
IPAT identity, its indirect influence via socioeconomic effects is quite pro-
found (see also Figure 2). Health effects are parameterized in two terms
of this equation. First, it is implicit in the population term, since public
health acts directly on demographic structure and population size.
Second, because of the connection between health and wealth (Bloom
and Canning, 2006), the second term, per capita GDP, is also an implicit
function of population health. Ultimately, the complex processes hiding
behind the simple conceptual relationship reflected in the IPAT identity
will have to be implemented explicitly in Earth System models. 

5. RESEARCH AND SURVEILLANCE: INDICATORS, SCENARIOS, MODELING

A prime research task is to elucidate further the fundamental rela-
tionships between environmental change, socio-economic processes, and
population health. For this protean research task, suitable population-
level indicators of human well-being and health are needed. However, few
such indicators exist. 

Mortality, for which data are plentiful (albeit often incomplete from
poorer countries), is often an unsatisfactory measure of health and well-
being. Life expectancy, while being a better metric, is often dominated by
early-age deaths; furthermore, it does not shed light directly on sickness, dis-
ability, and overall well-being. More useful and better-integrated indicators
of health and well-being are needed, along with indicators of vulnerability.



These would incorporate information about where people live (geographical
conditions), resource availability (nutrition, water, energy), socio-economic
conditions (including institutions that support and protect people), health
status (life expectancy, disability, disease incidence), as well as people’s per-
ceptions about their living conditions (Heymann, 2006; Jäger, 2006). 

The relationships between environment, socio-economic conditions,
and health now extend across an unprecedentedly large span of time and
space. The climate change process, in particular, spans decades, perhaps
centuries. Hence, many of the health consequences of today’s actions and
their environmental impacts will only be realized well into the future. Once
set in motion, however, these slow but massive environmental changes are
not easily reversed. Some effects, such as biodiversity losses, ecosystem col-
lapse and topsoil loss, are irreversible on human time scales.

This unfamiliar situation, unprecedented in human experience but
now gathering momentum at an increasingly global scale, requires the
development of research and evaluation tools to ‘look into the future’ –
i.e., Earth System models that incorporate the interactions between cli-
mate and the human dimension, including health (McMichael, 2006). In
the simplest case, population health can be part of economic and popu-
lation submodels, the results of which can be used as input scenarios for
climate system models. In contrast to the very simplistic scenarios used
today as input to climate projections (Nakicenovic and Swart, 2000), they
should include potential future risks (e.g., pandemics, famine, migration,
and conflict) (Huynen and Martens, 2006). The climate projections so
obtained can then be used as forcings for socioeconomic models.

This approach is only valid, however, as long as climate feedbacks on
the socioeconomic part of the Earth System are weak compared to forc-
ings inside the human subsystem. If, however, these feedbacks turn out to
be strong, fully coupled models would be required, a challenge that goes
way beyond what is possible today. These models will have to be devel-
oped, probably using EMICs (Earth System Models of Intermediate
Complexity) as an initial step, and then tested with environmental, socio-
economic, and health data. They can then be applied to look for future
hazards to the well-being of humanity and the environment, and to
explore paths to sustainable development. While these complex models
are being developed, progress can be made with simplified approaches to
connect health and climate, e.g., in relation to climate change and future
patterns of transmissibility of mosquito-borne infections, such as dengue
fever (Hales et al., 2002).
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6. POLICY RECOMMENDATIONS

Although much new research is needed to elucidate these complex
contemporary environmental problems, some policy guidelines can
already be identified. These include:

– Recognition of the fundamental significance of population health
within the ‘sustainability’ policy framework 

– Inter-governmental commitment to change and cooperation, with
the goal of reducing the rate and magnitude of GEC

– An understanding that shifts to new technologies, which create
more economic and social advantage than disadvantage

– Particular commitment to economic and related policies that
reduce material inequalities and, hence, vulnerabilities

– Improvements in international systems of infectious disease sur-
veillance and control

– New, bold, forms of interdisciplinary research – essential to the
tackling of complex environmental-change phenomena and their social,
cultural and political remediation. 

Sustainable development is, in the long run, defined by its capacity to
sustain human health and well-being. It is characterized by environmen-
tal practices that maintain the integrity and productivity of natural and
managed ecosystems, a healthy economy, full employment, comfortable
material living standards, efficient social security and assistance, good
educational systems, adequate public infrastructure, and political free-
dom and stability (Carmichael, 2006; Jäger, 2006). Attaining these popu-
lation health-promoting conditions will demand technologies, communi-
ty behaviors and inter-governmental agreements that conserve the ability
of the world’s natural environment to support human life (Jäger, 2006). 

This collective, global, task will require shared insight, commitment,
resources, and political will among nations. The improvement of social,
economic, and environmental conditions is inherent to attainment of the
eight U.N. Millennium Development Goals, which range from halving
extreme poverty to halting the spread of HIV/AIDS and providing univer-
sal primary education, all by the target date of 2015 (United Nations,
2005). Further, because the adverse impacts of environmental change
(such as a reduction of agricultural yield) are most likely to occur in
already disadvantaged regions, an emphasis on achieving greater inter-
national social and economic equality is essential (Jäger, 2006; Sachs,
2006). This includes the immediate need to fund ongoing programs to



contain or eradicate infectious diseases, such as polio, and to reduce
other major scourges such as malaria, tuberculosis, HIV/AIDS, and child
diarrhea. These take a huge toll on human life, especially in developing
countries (Heymann, 2006). 

A key requirement in operational efforts to prevent and limit health
losses, especially infectious disease epidemics and pandemics, is the
availability of coordinated international surveillance and effective early-
warning systems (Heymann, 2006; Jäger, 2006). The recent experiences of
severe acute respiratory syndrome (SARS) and avian influenza, as unex-
pected causes of human infection and death, underscore this need. The
existing regional infectious disease surveillance systems should be
upgraded and put to optimal use within a better-coordinated internation-
al framework. To predict the spread of disease once it has been detected
by such surveillance systems, improved spread models are required that
take into account the complex patterns of biological, social, and spatial
factors involved (Ferguson et al., 2003; Hufnagel et al., 2004; Brockmann
et al., 2006). Given effective early warning systems and a strategy for
prompt intervention, it may be possible to contain emergent pandemics
before they can cause massive damage to human health and world eco-
nomics (Ferguson et al., 2005; Longini et al., 2005) – or at least postpone
the emergence of a pandemic (Mills et al., 2006).

Meanwhile, gains in wealth must be accompanied by measures to
reduce the longer-term environmental consequences of increases in pop-
ulation size, affluence and consumption (Jäger, 2006). Energy-inefficient,
high-throughput, waste-generating economies must be reoriented
towards low environmental impact and the recycling of materials.
Industrial and commercial activity that depends on throw-away items
generates enormous emissions and other wastes that contribute to envi-
ronmental degradation and its risks to health.

Emissions of greenhouse gases and atmospheric aerosols offer one
complex example of how human-health risks must be taken into account
alongside consideration of environmental consequences per se. Health-
motivated reductions in aerosol emissions without simultaneous cuts in
CO2 output, as would be achieved for instance by stack scrubbing tech-
nology, would improve health but also increase global warming, because
the cooling effect of the aerosols would be reduced. Aerosol emission cuts
must therefore be accompanied by accelerated reduction of greenhouse
gas emissions, particularly CO2 (Andreae et al., 2005). A special case is
black carbon aerosol, emitted particularly from diesel engines. Reduction
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of black carbon emissions, which in contrast to other aerosol types has a
warming effect on climate, would simultaneously cut back on climate
change and improve health (Hansen and Nazarenko, 2004). This illus-
trates the type of ‘win-win’ solutions that are often possible. Co-benefits
are also obtained from measures to reduce CO2 emissions, because they
always lead to simultaneous reductions in the release of SO2, NOx, and
other pollutants, with associated health and socio-economic benefits
(Aunan et al., 2004; van Vuuren et al., 2006).

Finally, our incomplete scientific understanding of the complex relation-
ships discussed in this paper must be advanced. This requires the integration
of research in the natural sciences and the health sciences with that of the
humanities and social-economic sciences (McMichael et al., 2003; McMichael,
2006). Conceptual gaps between these disciplines must be bridged, and the
techniques of research and analysis made compatible among disciplines. A
start in this direction has been made by the Earth System Science Partnership,
a joint activity of the current global change programs in climate change
(World Climate Research Programme), geosphere/biosphere interactions
(International Geosphere/Biosphere Programme), biodiversity (Diversitas),
and human dimensions (International Human Dimensions Program).

The increased engagement of researchers in this domain will add a
crucial dimension to the evolving policy debate about climate change and
other large-scale environmental changes. Good interdisciplinary research
will clarify the extent to which the impacts of those changes include
potentially serious health/survival consequences for human communities.
This will extend the policy discourse beyond independent consideration
of economic disturbance, loss of environmental amenity, threats to
species, and risks to built infrastructure. It will thus help us understand
better the real meaning and prerequisites of ‘sustainability’.
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Figure 1. Photographs of Atmospheric Brown Clouds (Brown Haze in the horizon):
From Los Angeles (Top left), Sierras in N. California (Top right) and Nepal (the two pho-
tos were taken at the same time from an aircraft). All photos were taken by the author
except for picture of Mt. Everest, which was taken by Mr. Hung Nguyen.

Figure 2. Aerosol Optical Depth (an index of Number of particles in the atmosphere).
Obtained from MODIS instrument on TERRA Satellite. Source: Ramanathan and
Ramana, 2002.
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Figure 4. Simulated black carbon concentration by an aerosol-transport. Model devel-
oped by G. Carmichael (Private communication).

Figure 3. The path taken by an air parcel in a week at 3 km from the surface.
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Figure 6. Fingerprint for manmade particles in the brown clouds over the Arabian Sea
as captured during the INDOEX experiment. The right hand side shows the photograph
of the sky, and the corresponding panel on the left right hand side shows X-Ray micro-
scope images of the particles captured on a filter taken from C-130 aircraft in the region
shown on the photo. Source: Ramanathan et al., 2001a. 

Figure 8. Aircraft data illustrating the dependence of cloud drops on aerosol number
density (both natural and anthropogenic). Adapted from Ramanathan et al.,18.



Figure 10. Global reduction in solar radiation at the surface due to brown clouds for
years 2000-2004. Unit: Wm-2. Source: Chung, Ramanathan, Kim and Podgorny, 2005.
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Figure 9. History of black carbon emissions due to fossil fuel combustion. 
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Fig. 1. The 420,000-year Vostok (Antarctica) ice core record, showing the regular pattern
of atmospheric CO2 and CH4 concentration and inferred temperature through four gla-
cial-interglacial cycles (adapted from Petit et al., 1999).
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Fig. 5. The causative patterns of tropical deforestation from 1850 to 1997 based on a syn-
thesis of 152 case studies examining both proximate and underlying causes (Geist and
Lambin, 2002).

Fig. 6. Locations of rapid tropical deforestation over approximately the last 20 years
(Lepers et al., 2003). The map indicates the number of times each 0.1º grid was identi-
fied as undergoing rapid deforestation. Data derived from Achard et al. (2002), DeFries
et al. (2002) and Landsat Pathfinder for the Amazon Basin. Pink colours indicate that
only one of the data sets identified the grid as undergoing rapid deforestation, red indi-
cates two data sets and black indicates three.
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Fig. 7. Global horizontal patterns for (a) December 1996 and (b) June 1997 of aerosol opti-
cal thickness and Ångström exponents over the oceans from the POLDER instrument
aboard the ADEOS satellite and extinction coefficients over land areas from visibility data
(reproduced with permission of LOA, LSCE and CNES, France; and NASDA, Japan).
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Fig. 7. (c) Global fields of mineral dust, sulphate and smoke, calculated with a chemical
transport model using actual meteorology (http://www.nrlmty.navy.mil/aerosol/;
Heintzenberg, 2003).
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Fig. 9. (a) Global distribution of 622 large reservoirs, classified as those with a maximum
capacity greater than 0.5 cubic kilometres. (b) Aging of river water, as computed at the
mouth of each of the 236 regulated drainage basins. Aging varies due to river regulations
on the reservoirs (Vörösmarty et al., 1997).
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Fig. 10. Various reconstructions of mean annual surface temperature over the northern
hemisphere for the last one or two thousand years (Mann and Jones, 2003).

Fig. 11. Critical region analysis of hot spots or switch and choke points; an attempt to
identify parts of the Earth where changes at the regional scale can cause significant
changes in the functioning of the Earth System as a whole (Schellnhuber, 2002).
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Figure 1. Change in land value as natural habitat is converted into agricultural or urban
land. The net value of the land is given by the red line, which is the sum of the natural
services (green) and the agricultural services (blue line). The quality of goods and serv-
ices in the modified habitat may become limiting if their productivity is dependent upon
services provided by the remaining natural land; this is indicated by the dotted blue and
red lines. Also illustrated are the costs and future benefits of restoring the land to its
original state (dashed green line).



Figure 2. The loss of biological diversity and ecosystem services as natural habitat is erod-
ed. The dashed line gives the classic species area decline in abundance such that a 90%
loss of area dooms 50% of the original species to extinction. The colored lines indicate that
species at different levels in the food chain will be lost at different rates. The plants at the
base of the food chain will be lost at rates slightly slower than the average, the decom-
posers, such as worms, soil mites and bacteria will be lost at the slowest rates. In contrast,
the species that feed directly on plants will be lost at a faster rate, while the charismatic
tigers and eagles that feed at the top of the food chain are lost at the fastest rate.
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Figure 3. Relationship between host abundance and the basic reproductive number, R0,
for pathogens with direct, or vector transmission.
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Figure 3. Observed trend in atmospheric CO2 during the last 10,500 years from
Indermuhle et al. (1999) compared to the trend predicted by previous interglaciations by
Ruddiman (2003). 

Figure 4. CO2 signal used as ‘target’ for modeling exercise in this paper. Filled circles are
values from Law Dome (Etheridge et al., 1996). Hollow circles are values from Taylor
Dome (Indermuhle et al., 1999). Arrows mark intervals of CO2 decreases during times of
large-scale regional depopulation. 
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Figure 7. Model simulation of effects of major depopulation intervals on atmospheric
carbon. CO2 target signal shown in (A). Dashed lines are model simulation of effects of
depopulation on CO2, based on Figure 6. Reforestation (B) explains roughly half of the
CO2 target signal; reduced deforestation (C) and coal burning (D) contribute smaller
amounts.



Figure 8. Comparison of combined effects from reforestation, reduced deforestation, and
reduced coal burning tied to major depopulation decreases with CO2 target signal (B). 
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Figure 1. AEZ methodology (Fischer et al., 2002b).



Figure 3. Integrated Ecological-Economic Analysis (Fischer et al., 2002b).
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Figure 5. Additional undernourished population due to climate change (Fischer et al.,
2002b).



Figure 3. Proportion of population above age 80 in Western Europe (UN ‘low’ scenario
for 2100 = 0.17, UN ‘high’ scenario = 0.07).
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Figure 6. European Union, 2000, total and disabled population.
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Figure 7a. European Union 2030, total and disabled population. (If desired, Figures 7a
and 7b can be combined into one figure with three colors in which the difference
between the two scenarios is given in yellow).

Figure 7b. European Union, 2030, total and disabled population.
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Figure 1. Multi-nature and multi-level framework for population health [3, 5].

Figure 2. Future stages in the health transition. Currently, the developed world is in the
‘Age of chronic diseases’, while many developing countries are still in the second stage
of the health transition. It is, however, possible for current developing countries to skip
the ‘Age of chronic diseases’ and shift directly to the ‘Age of sustained health’, ‘Age of
medical technology’ or ‘Age of emerging infectious diseases’.
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Figure 1. Source: World Bank, World Development Indicators 2004. Data are for 2002 or lat-
est available year. Note: The circled outliers, from lowest to highest income, are Swaziland,
Namibia, Gabon, Botswana, South Africa, Equatorial Guinea, and Luxembourg.

Figure 2.
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Figure 1. Cartograms of the world in which the sizes of countries are proportional to a)
population, b) Gross Domestic Product (GDP), which is a measure of how much wealth a
country’s economy generates, and hence, to an extent, of the wealth of the country’s inhab-
itants, and c) child mortality, as a measure of a nations public health status. Notice how
America and Europe, along with Japan, dominate the GDP map and Africa dwindles
almost to invisibility, while the child mortality map shows essentially the inverse distribu-
tion (Cartograms by Mark Newman; http://www.personal.umich.edu/~mejn/cartograms/).
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Figure 4. WHO estimated mortality (per million people) attributable to present climate
change (year 2000). Existing quantitative studies of climate-health relationships were
used to estimate relative changes in a range of climate-sensitive health outcomes includ-
ing: cardiovascular diseases, diarrhea, malaria, inland and coastal flooding, and malnu-
trition. This is only a partial list of potential health outcomes, and there are significant
uncertainties in all of the underlying models. These estimates should therefore be con-
sidered as a conservative, approximate, estimate of the health burden of climate change.
Even so, the total mortality due to anthropogenic climate change by 2000 is estimated
to be at least 150,000 people per year. (From Patz et al., 2005, based on data reported in
World Health Organization, 2002).


